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This study investigates the impact of social interaction anxiety on compulsive chat with a social chatbot named Xiaoice. To 
provide insights into the limited literature, the authors explore the role of fear of negative evaluation (FONE) and fear of 
rejection (FOR) as mediators in this relationship. By applying a variance-based structural equation modeling on a non-clinical 
sample of 366 Chinese university students who have interacted with Xiaoice, the authors find that social interaction anxiety 
increases compulsive chat with a social chatbot both directly and indirectly through fear of negative evaluation and rejection, 
with a more substantial effect of the former. The mediating effect of fear of negative evaluation transfers through fear of 
rejection, which establishes a serial link between social interaction anxiety and compulsive chat with a social chatbot. Further, 
frustration about unavailability (FAU) strengthens the relationship between FOR and compulsive chat with a social chatbot 
(CCSC). These findings offer theoretical and practical insights into our understanding of the process by which social interaction 
anxiety influences chat behavior with a social chatbot.
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In this study, we propose a virtual assistant system that is applied to real life using signal processing and deep learning. First, 
the overall structure of the proposed system that integrates and controls various modules is introduced, after which we present 
a multi-modal fusion module that provides services to users. It integrates a natural language processing module for interpreting 
Korean chatbots and a behavior recognition module for understanding user behavior using an RGB camera. In addition, a hand 
gesture recognition module was utilized to understand the user's intentions using depth and RGB images. We explain the 
implementation of a customized service system with several parts: i) a user interface module that interacts with the user, ii) a 
face recognition module that distinguishes different users, and iii) a voice processing module that can replace the input and 
output methods through a keyboard and monitor. To check the performance of each module, a testbed was configured in an 
office environment. Through test results, we successfully demonstrate the realization of the proposed system in real life Finally, 
we list the challenges discovered during the operation of this system and suggest directions for further research.
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The continuous growth of information and technology has resulted in considerable changes in the retailing environment, with a 
restriction on brick-and-mortar retailing and a push toward online retailing. The purpose of this study is to map the available 
literature on e-tailing in order to forecast where the field might be headed in the coming years and to identify the key features 
that contribute to e-tailing businesses. The paper employs an integrative review methodology and bibliometric method as a 
computational tool, and selected Web of Science and SCOPUS database(s), to identify the most productive research disciplines 
and countries that conduct the majority of e-tailing research. The study examines major themes such as consumer behavior and 
perception, technology and media, pricing strategies, channel integration, cognitive impact, business strategies, and models, 
and channel strategies to provide a comprehensive framework of e-tailing. This is the first study to present a thorough picture 
of e-tailing by identifying topics, research evolution, annual publishing trends, and the most relevant journals. The study offers 
future research areas in the form of thematic propositions and advocates greater research into upcoming trends such as voice 
assistants, chatbots, AI, and direct-to-consumer markets while adding relevant concepts.
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Deep neural networks exploiting million parameters are currently the norm. This is a potential issue because of the great 
number of computations needed for training, and the possible loss of generalization performance of overparameterized 
networks. We propose in this paper a method for learning sparse neural topologies via a regularization approach that identifies 
nonrelevant weights in any type of layer (i.e., convolutional, fully connected, attention and embedding ones) and selectively 
shrinks their norm while performing a standard back-propagation update for relevant layers. This technique, which is an 
improvement of classical weight decay, is based on the definition of a regularization term that can be added to any loss function 
regardless of its form, resulting in a unified general framework exploitable in many different contexts. The actual elimination of 
parameters identified as irrelevant is handled by an iterative pruning algorithm.To explore the possibility of an interdisciplinary 
use of our proposed technique, we test it on six different image classification and natural language generation tasks, among 
which four are based on real datasets. We reach state-of-the-art performance in one out of four imaging tasks while obtaining 
results better than competitors for the others and one out of two of the considered language generation tasks, both in terms of 
compression and metrics.
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Use of conversational agents, like chatbots, avatars, and robots is increasing worldwide. Yet, their effectiveness in health care is 
largely unknown. The aim of this advanced review was to assess the use and effectiveness of conversational agents in various 
fields of health care. A literature search, analysis, and synthesis were conducted in February 2022 in PubMed and CINAHL. The 
included evidence was analyzed narratively by employing the principles of thematic analysis. We reviewed articles on artificial 
intelligence-based question-answering systems in health care. Most of the identified articles report its effectiveness; less is 
known about its use. We outlined study findings and explored directions of future research, to provide evidence-based 
knowledge about artificial intelligence-based question-answering systems.This article is categorized under:Fundamental 
Concepts of Data and Knowledge > Human Centricity and User InteractionApplication Areas > Health CareTechnologies > 
Artificial Intelligence
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PurposeThis study investigates whether and how the service quality of artificial intelligence (AI) chatbots affects customer 
loyalty to an organization.Design/methodology/approachBased on the sequential chain model of service quality loyalty, this 
study first classifies AI chatbot service quality into nine attributes and then develops a research model to explore the internal 
mechanism of how AI chatbot service quality affects customer loyalty. The analysis of survey data from 459 respondents 
provided insights into the interrelationships among AI chatbot service quality attributes, perceived value, cognitive and affective 
trust, satisfaction and customer loyalty.FindingsThe results show that AI chatbot service quality positively affects customer 
loyalty through perceived value, cognitive trust, affective trust and satisfaction.Originality/valueThis study captures the 
attributes of the service quality of AI chatbots and reveals the significant influence of service quality on customer loyalty. This 
study develops research on service quality in the information system (IS) field and extends the sequential chain model of quality 
loyalty to the context of AI services. The findings not only help an organization find a way to improve customers' perceived 
value, trust, satisfaction and loyalty but also provide guidance in the development, adoption, and post-adoption stages of AI 
chatbots.
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As chatbots become more advanced and popular, marketing research has paid enormous attention to the antecedents of 
consumer adoption of chatbots. This has become increasingly relevant because chatbots can help mitigate the fear and 
loneliness caused by the global pandemic. Therefore, unlike previous work that focused on design factors, we theorize that 
social presence serves a mediating role between consumer motivations (i.e., hedonic and utilitarian) and intention to use a 
chatbot service based on self-determination theory. Our results from a structural equation model (n = 377) indicate that 
hedonic (but not utilitarian) motivation significantly affects chatbots' social presence, ultimately influencing intention to use the 
chatbot service. We also found that fear of COVID-19 amplifies the effect of social presence on intention to use the chatbot 
service. In this dynamic, we found an additional moderated moderation effect of generational cohorts (i.e., baby boomers and 
Generations X, Y, and Z) in experiencing different levels of fear of COVID-19. Overall, our findings emphasize the importance of 
motivation-matching features for consumer adoption of chatbot services. Our findings also indicate that marketers may utilize 
the fear element to increase adoption of chatbot services, especially when targeting the young generations (e.g., Generation Z).
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BackgroundChatbots are a relatively new technology that has shown promising outcomes for mental health symptoms in adults; 
however, few studies have been done with adolescents or reported adolescent user experiences and recommendations for 
chatbot development. MethodsTwenty three participants ages 13-18 (M-age = 14.96) engaged in user testing of a chatbot 
developed to psychoeducate adolescents on depression, teach behavioral activation, and change negative thoughts. Thematic 
analysis was conducted of participants' responses to user experience questions, impressions, and recommendations. ResultsOver 
half (56.5%) of the sample completed the full intervention and provided user experience feedback online. The average NPS 
score was 6.04 (SD = 2.18), and 64.3% (n = 9) said they would use the chatbot in the future. Of all user experience responses, 
54.5% were positive. The most common impressions were related to symptom improvement (61.1%) and availability (52.8%) 
The most frequent recommendations were related to solving technical problems (66%). ConclusionsChatbots for mental health 
are acceptable to some adolescents, a population that tends to be reluctant to engage with traditional mental health services. 
Most participants reported positive experiences with the chatbot, believing that it could help with symptom improvement and 
is highly available. Adolescents highlighted some technical and stylistic problems that developers should consider. More pilot 
and user testing is needed to develop mental health chatbots that are appealing and relevant to adolescents.
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Customer service employees are generally advised to express positive emotion during their interactions with customers. The rise 
and maturity of artificial intelligence (AI)-powered conversational agents, also known as chatbots, beg the question: should AI 
agents be equipped with the ability to express positive emotion during customer service interactions? This research explores 
how, when, and why an AI agent's expression of positive emotion affects customers' service evaluations. We argue that AI-
expressed positive emotion can influence customers via dual pathways: an affective pathway of emotional contagion and a 
cognitive pathway of expectation-disconfirmation. We propose that positive emotion expressed by an AI agent (versus a human 
employee) is less effective in facilitating service evaluations because of a heightened level of expectation-disconfirmation. We 
further introduce a novel individual difference variable, customers' relationship norm orientation, which affects their 
expectations toward the AI agent and moderates the cognitive pathway. Results from three laboratory experiments 
substantiate our claims. By revealing a distinctive impact of positive emotion expressed by an AI agent compared with a human 
employee, these findings deepen our understanding of customers' reactions to emotional AIs, and they offer valuable insights 
for the deployment of AIs in customer service.
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In 2021, the San Francisco Chronicle released a feature article about a man who chose to resurrect his deceased fiancee by 
training a chatbot system built on OpenAI's GPT language models on her old digital messages. He then had emotional 
conversations with this chatbot, which appeared to accurately mimic the deceased's writing style. This case study raises 
questions about the communicative influences of thanabots: chatbots trained on data of the dead. While thanabots are clearly 
not living conversational partners, the rhetoric, everyday experiences, and emotions associated with these system have very real 
implications for living users. This paper applies a lifeworld perspective to consider the hermeneutics of thanabots. It shows that 
thanabots exist in a long lineage of efforts to communicate with the dead, but acknowledges that thanatechnologies must be 
more thoroughly studied for better understanding of what it means to die in a digital age.
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We develop FinBERT, a state-of-the-art large language model that adapts to the finance domain. We show that FinBERT 
incorporates finance knowledge and can better summarize contextual information in financial texts. Using a sample of 
researcher-labeled sentences from analyst reports, we document that FinBERT substantially outperforms the Loughran and 
McDonald dictionary and other machine learning algorithms, including naive Bayes, support vector machine, random forest, 
convolutional neural network, and long short-term memory, in sentiment classification. Our results show that FinBERT excels in 
identifying the positive or negative sentiment of sentences that other algorithms mislabel as neutral, likely because it uses 
contextual information in financial text. We find that FinBERT's advantage over other algorithms, and Google's original 
bidirectional encoder representations from transformers model, is especially salient when the training sample size is small and 
in texts containing financial words not frequently used in general texts. FinBERT also outperforms other models in identifying 
discussions related to environment, social, and governance issues. Last, we show that other approaches underestimate the 
textual informativeness of earnings conference calls by at least 18% compared to FinBERT. Our results have implications for 
academic researchers, investment professionals, and financial market regulators.
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The automation of data science and other data manipulation processes depend on the integration and formatting of 'messy' 
data. Data wrangling is an umbrella term for these tedious and time-consuming tasks. Tasks such as transforming dates, units or 
names expressed in different formats have been challenging for machine learning because (1) users expect to solve them with 
short cues or few examples, and (2) the problems depend heavily on domain knowledge. Interestingly, large language models 
today (1) can infer from very few examples or even a short clue in natural language, and (2) can integrate vast amounts of 
domain knowledge. It is then an important research question to analyse whether language models are a promising approach for 
data wrangling, especially as their capabilities continue growing. In this paper we apply different variants of the language model 
Generative Pre-trained Transformer (GPT) to five batteries covering a wide range of data wrangling problems. We compare the 
effect of prompts and few-shot regimes on their results and how they compare with specialised data wrangling systems and 
other tools. Our major finding is that they appear as a powerful tool for a wide range of data wrangling tasks. We provide some 
guidelines about how they can be integrated into data processing pipelines, provided the users can take advantage of their 
flexibility and the diversity of tasks to be addressed. However, reliability is still an important issue to overcome.
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Multimodal sentence summarization (MMSS) is a new yet challenging task that aims to generate a concise summary of a long 
sentence and its corresponding image. Although existing methods have gained promising success in MMSS, they overlook the 
powerful generation ability of generative pre-trained language models (GPLMs), which have shown to be effective in many text 
generation tasks. To fill this research gap, we propose to using GPLMs to promote the performance of MMSS. Notably, adopting 
GPLMs to solve MMSS inevitably faces two challenges: 1) What fusion strategy should we use to inject visual information into 
GPLMs properly? 2) How to keep the GPLM's generation ability intact to the utmost extent when the visual feature is injected 
into the GPLM. To address these two challenges, we propose a vision enhanced generative pre-trained language model for 
MMSS, dubbed as Vision-GPLM. In Vision-GPLM, we obtain features of visual and textual modalities with two separate encoders 
and utilize a text decoder to produce a summary. In particular, we utilize multi-head attention to fuse the features extracted 
from visual and textual modalities to inject the visual feature into the GPLM. Meanwhile, we train Vision-GPLM in two stages: 
the vision-oriented pre-training stage and fine-tuning stage. In the vision-oriented pre-training stage, we particularly train the 
visual encoder by the masked language model task while the other components are frozen, aiming to obtain homogeneous 
representations of text and image. In the fine-tuning stage, we train all the components of Vision-GPLM by the MMSS task. 
Extensive experiments on a public MMSS dataset verify the superiority of our model over existing baselines.
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In recent years, there has been a growing interest in chatbots that play counseling roles in the psychological health field. 
Previous studies have proposed counseling chatbots; however, they have not examined the anthropomorphic characteristics of 
agents in detail. In counseling situations, the characteristics of counselors and counselees affect the counseling performance. 
This study proposes a counseling chatbot to perform an intake interview and classifies the anthropomorphic characteristics of 
the chatbot into three dimensions-gender, personality, and visual interface cue-to examine these characteristics' effects on user 
self-disclosure and companionship. Moreover, we examine the differences caused by user characteristics. No independent effect 
was observed for the gender of the chatbot or personality dimensions; however, a visual interface cue adversely affected the 
self-disclosure and companionship of the participants, and interaction effects were observed according to the combination of 
anthropomorphic characteristics. Furthermore, we found that the preferred chatbot differed according to gender. These results 
are significant and show that visual interface cues should be applied carefully while designing counseling chatbots. The 
anthropomorphism of the chatbot needs to be adjusted according to the user characteristics.
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A feature of tasks in embodied artificial intelligence is that a query to an intelligent agent is formulated in natural language. As 
a result, natural language processing methods have to be used to transform the query into a format convenient for generating 
an appropriate action plan. There are two basic approaches to the solution of this problem. One is based on specialized models 
trained with particular instances of instructions translated into agent-executable format. The other approach relies on the 
ability of large language models trained with a large amount of unlabeled data to store common sense knowledge. As a result, 
such models can be used to generate an agent's action plan in natural language without preliminary learning. This paper 
provides a detailed review of models based on the second approach as applied to embodied artificial intelligence tasks.
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With the development of science and technology, the demand for programmers has increased. However, learning computer 
programs is not an easy task. It might cause a significant impact on programming if misconceptions exist at the beginning of the 
study. Hence, it is important to discover and correct them immediately. Chatbots are effective teaching aids, they can assist 
students in eliminating misconceptions. They also assist teachers to instruct students according to their aptitude, which 
teachers found it hard to accomplish without technical supports when teaching in large classes. Therefore, this experiment uses 
chatbots to assist learners in the correction phase. We consider that learners who failed unit quizzes might have 
misunderstandings in programming concepts. We believe chatbots can teach according to individual misunderstandings and 
give correct responses to their unclear concepts. It is more effective than traditional teaching methods. In addition, to prevent 
human-computer interaction barriers, such as picking wrong keywords and giving plausible replies, or learners not being able to 
express their problems clearly, this experiment also adds concept maps to the chatbots' dialogue, to work as the dialogue 
structure for each chatbot. The maps help the chatbots to explain concepts in each unit systematically and logically. The 
chatbots give questions according to the concepts on the concept maps and ask learners to reply with their answers. An 
ANCOVA test investigated students' scores. Result showed the p-value is below 0.001, indicating that the group using concept 
map chatbots has better correction effects than the other group using only concept maps.
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Social chatbot (SC) applications offering social companionship and basic therapy tools have grown in popularity for emotional, 
social, and psychological support. While use appears to offer mental health benefits, few studies unpack the potential for 
harms. Our grounded theory study analyzes mental health experiences with the popular SC application Replika. We identified 
mental health relevant posts made in the r/Replika Reddit community between 2017 and 2021 (n = 582). We find evidence of 
harms, facilitated via emotional dependence on Replika that resembles patterns seen in human-human relationships. Unlike 
other forms of technology dependency, this dependency is marked by role-taking, whereby users felt that Replika had its own 
needs and emotions to which the user must attend. While prior research suggests human-chatbot and human-human 
interactions may not resemble each other, we identify social and technological factors that promote parallels and suggest ways 
to balance the benefits and risks of SCs.
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Chatbots, web-based artificial intelligence tools that simulate human conversation, are increasingly in use to support many 
areas of genomic medicine. However, patient preferences towards using chatbots across the range of clinical settings are 
unknown. We conducted a qualitative study with individuals who underwent genetic testing for themselves or their child. 
Participants were asked about their preferences for using a chatbot within the genetic testing journey. Thematic analysis 
employing interpretive description was used. We interviewed 30 participants (67% female, 50% 50 + years). Participants 
considered chatbots to be inefficient for very simple tasks (e.g., answering FAQs) or very complex tasks (e.g., explaining results). 
Chatbots were acceptable for moderately complex tasks where participants perceived a favorable return on their investment of 
time and energy. In addition to achieving this "sweet spot, " participants anticipated that their comfort with chatbots would 
increase if the chatbot was used as a complement to but not a replacement for usual care. Participants wanted a "safety net " 
(i.e., access to a clinician) for needs not addressed by the chatbot. This study provides timely insights into patients' comfort with 
and perceived limitations of chatbots for genomic medicine and can inform their implementation in practice.
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This paper focuses on gaining new knowledge through observation, qualitative analytics, and cross-modal fusion of rich multi-
layered conversational features expressed during multiparty discourse. The outlined research stems from the theory that speech 
and co-speech gestures originate from the same representation; however, the representation is not solely limited to the speech 
production process. Thus, the nature of how information is conveyed by synchronously fusing speech and gestures must be 
investigated in detail. Therefore, this paper introduces an integrated annotation scheme and methodology which opens the 
opportunity to study verbal (i.e., speech) and non-verbal (i.e., visual cues with a communicative intent) components 
independently, however, still interconnected over a common timeline. To analyse this interaction between linguistic, 
paralinguistic, and non-verbal components in multiparty discourse and to help improve natural language generation in 
embodied conversational agents, a high-quality multimodal corpus, consisting of several annotation layers spanning syntax, 
POS, dialogue acts, discourse markers, sentiment, emotions, non-verbal behaviour, and gesture units was built and is 
represented in detail. It is the first of its kind for the Slovenian language. Moreover, detailed case studies show the tendency of 
metadiscourse to coincide with non-verbal behaviour of non-propositional origin. The case analysis further highlights how the 
newly created conversational model and the corresponding information-rich consistent corpus can be exploited to deepen the 
understanding of multiparty discourse.
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Question generation in natural language has a wide variety of applications. It can be a helpful tool for chatbots for generating 
interesting questions as also for automating the process of question generation from a piece of text. Most modern-day systems, 
which are conversational, require question generation ability for identifying the user's needs and serving customers better. 
Generating questions in natural language is now, a more evolved task, which also includes generating questions for an image or 
video. In this review, we provide an overview of the research progress in automatic question generation. We also present a 
comprehensive literature review covering the classification of Question Generation systems by categorizing them into three 
broad use-cases, namely standalone question generation, visual question generation, and conversational question generation. 
We next discuss the datasets available for the same for each use-case. We further direct this review towards applications of 
question generation and discuss the challenges in this field of research.
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Organizations are increasingly delegating customer inquiries to speech dialog systems (SDSs) to save personnel resources. 
However, customers often report frustration when interacting with SDSs due to poorly designed solutions. Despite these issues, 
design knowledge for SDSs in customer service remains elusive. To address this research gap, we employ the design science 
approach and devise a design theory for SDSs in customer service. The design theory, including 14 requirements and five design 
principles, draws on the principles of dialog theory and undergoes validation in three iterations using five hypotheses. A 
summative evaluation comprising a two-phase experiment with 205 participants yields positive results regarding the user 
experience of the artifact. This study contributes to design knowledge for SDSs in customer service and supports practitioners 
striving to implement similar systems in their organizations.
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BackgroundReadability metrics provide us with an objective and efficient way to assess the quality of educational texts. We can 
use the readability measures for finding assessment items that are difficult to read for a given grade level. Hard-to-read math 
word problems can put some students at a disadvantage if they are behind in their literacy learning. Despite their math abilities, 
these students can perform poorly on difficult-to-read word problems because of their poor reading skills. Less readable math 
tests can create equity issues for students who are relatively new to the language of assessment. Less readable test items can 
also affect the assessment's construct validity by partially measuring reading comprehension. ObjectivesThis study shows how 
large language models help us improve the readability of math assessment items. MethodsWe analysed 250 test items from 
grades 3 to 5 of EngageNY, an open-source curriculum. We used the GPT-3 AI system to simplify the text of these math word 
problems. We used text prompts and the few-shot learning method for the simplification task. Results and ConclusionsOn 
average, GPT-3 AI produced output passages that showed improvements in readability metrics, but the outputs had a large 
amount of noise and were often unrelated to the input. We used thresholds over text similarity metrics and changes in 
readability measures to filter out the noise. We found meaningful simplifications that can be given to item authors as 
suggestions for improvement. TakeawaysGPT-3 AI is capable of simplifying hard-to-read math word problems. The model 
generates noisy simplifications using text prompts or few-shot learning methods. The noise can be filtered using text similarity 
and readability measures. The meaningful simplifications AI produces are sound but not ready to be used as a direct 
replacement for the original items. To improve test quality, simplifications can be suggested to item authors at the time of 
digital question authoring.
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PurposeThe purpose of this paper is to investigate students' adoption intention (ADI) and actual usage (ATU) of artificial 
intelligence (AI)-based teacher bots (T-bots) for learning using technology adoption model (TAM) and context-specific 
variables.Design/methodology/approachA mixed-method design is used wherein the quantitative and qualitative approaches 
were used to explore the adoption of T-bots for learning. Overall, 45 principals/directors/deans/professors were interviewed 
and NVivo 8.0 was used for interview data analysis. Overall, 1,380 students of higher education institutes were surveyed, and 
the collected data was analyzed using the Partial Least Squares Structural Equation Modeling (PLS-SEM) technique.FindingsThe 
T-bot's ADI's antecedents found were perceived ease of use, perceived usefulness, personalization, interactivity, perceived trust, 
anthropomorphism and perceived intelligence. The ADI influences the ATU of T-bots, and its relationship is negatively 
moderated by stickiness to learn from human teachers in the classroom. It comprehends the insights of senior authorities of the 
higher education institutions in India toward the adoption of T-bots.Practical implicationsThe research provides distinctive 
insights for principals, directors and professors in higher education institutes to understand the factors affecting the students' 
behavioral intention and use of T-bots. The developers and designers of T-bots need to ensure that T-bots are more interactive, 
provide personalized information to students and ensure the anthropomorphic characteristics of T-bots. The education 
policymakers can also comprehend the factors of T-bot adoption for developing the policies related to T-bots and their 
implications in education.Originality/valueT-bot is a new disruptive technology in the education sector, and this is the first step 
in exploring the adoption factors. The TAM model is extended with context-specific factors related to T-bot technology to offer 
a comprehensive explanatory power to the proposed model. The research outcome provides the unique antecedents of the 
adoption of T-bots.
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In this paper, we propose an unsupervised approach to generate TV series summaries using screenplays that are composed of 
dialogue and scenic textual descriptions. In the last years, the creation of large language models has enabled zero-shot text 
classification to perform effectively in some conditions. We explore if and how such models can be used for TV series 
summarization by conducting experiments with varying text inputs. Our main hypothesis being that interesting moments in 
narratives are related to the presence of interesting events, we choose candidate labels to be events representative of two 
genres (crime and soap opera) and we obtain competitive results with respect to the state-of-the art baseline.
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The present study investigates the effects of a chatbot's motivation support style on the learner's experience and intention to 
continue the study in the context of online English lectures. Seventy-nine undergraduate students were recruited from a large 
private university in Seoul, South Korea, and assigned to one of three learning plan development groups: develop a plan alone, 
autonomy support (i.e., a chatbot stimulating intrinsic motivation), or control support (i.e., a chatbot promoting extrinsic 
motivation) groups. The learners were classified into two groups based on their learning motivation types (i.e., intrinsic and 
extrinsic), and by doing so, the present study created a chatbot's matched and non-matched motivation support conditions in 
learning plan development. The two support strategies were compared with a control condition (i.e., learners' own plan 
making), and the results suggest that a chatbot with a non-matched motivation strategy increases learner self-efficacy, 
enjoyment, and intention to continue using the lecture. Furthermore, the study also explores the moderation effect of learning 
motivation types, and reveals that a chatbot's control support significantly improves the learning experience. The present study 
provides new insight into improving user evaluation by strategically differentiating a chatbot's conversational style and a user's 
characteristics.
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The research investigates the effects of chatbot-delivered verbal (inspirational appeals) and non-verbal (ingratiation) cues on 
customers' purchase intentions on social commerce pages (study one). The research using a multi-method approach also 
investigates the role of social presence and ulterior motives in explaining the effects of the chatbot-delivered human-like cues 
on customers' purchase intentions (study two). Study one employs an experiment, followed by a structural equation model in 
study two. The results of study two enable the researchers to triangulate the results of study one and to understand the 
underlying causes of those results. The data was collected through an online experiment and an online survey for the two 
studies. The research reports that: (1) inspirational appeals delivered by chatbots positively influence purchase intentions; (2) 
ingratiation delivered using double-tap by chatbots does not significantly affect purchase intentions. The current research 
represents one of the first attempts to explore the influence of inspirational appeal and ingratiation delivered through chatbots 
on s-commerce purchase intentions. The findings of the study provide managerial insights to social commerce pages that could 
help engage customers and circumvent the attribution of ulterior motives while making a sale.
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PurposeThe purpose of this study is to develop an empirical model by understanding the relative significance of interactive 
technological forces, such as chatbots, virtual try-on technology (VTO) and e-word-of-mouth (e-WOM), to improve interactive 
marketing experiences among consumers. This study also validates the moderating role of the perceived effectiveness of e-
commerce institutional mechanism (PEEIM) as a moderator between attitude and continued intention. 
Design/methodology/approachData were collected through personal visits and an online survey. The link to the survey 
questionnaire was shared on different social media platforms and social networking sites. A total of 362 responses obtained in 
the online and offline modes were considered for this study. Findingse-WOM emerged as the strongest predictor of attitude, 
followed by chatbots and VTO. The results of this study revealed that PEEIM did not moderate the relationship between 
attitude and continued intention. Originality/valueUsing the self-determination theory and behavioral reasoning theory as 
theoretical frameworks, this study is an initial endeavor in the online shopping context to empirically validate interactive forces 
like chatbots, VTO, e-WOM and PEEIM as moderators together to arrive at a holistic framework. These forces, in turn, act as 
significant contributors to online shopping satisfaction.
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The anthropomorphic characteristics of artificial intelligence (AI) can provide a positive environment for self-regulated learning 
(SRL). The factors affecting adolescents' SRL through AI technologies remain unclear. Limited AI and disciplinary knowledge may 
affect the students' motivations, as explained by self-determination theory (SDT). In this study, we examine the mediating 
effects of needs satisfaction in SDT on the relationship between students' previous technical (AI) and disciplinary (English) 
knowledge and SRL, using an AI conversational chatbot. Data were collected from 323 9th Grade students through a 
questionnaire and a test. The students completed an AI basic unit and then learned English with a conversational chatbot for 5 
days. Confidence intervals were calculated to investigate the mediating effects. We found that students' previous knowledge of 
English but not their AI knowledge directly affected their SRL with the chatbot, and that satisfying the need for autonomy and 
competence mediated the relationships between both knowledge (AI and English) and SRL, but relatedness did not. The self-
directed nature of SRL requires heavy cognitive learning and satisfying the need for autonomy and competence may more 
effectively engage young children in this type of learning. The findings also revealed that current chatbot technologies may not 
benefit students with relatively lower levels of English proficiency. We suggest that teachers can use conversational chatbots for 
knowledge consolidation purposes, but not in SRL explorations. Practitioner notesWhat is already known about this 
topicArtificial intelligence (AI) technologies can potentially support students' self-regulated learning (SRL) of disciplinary 
knowledge through chatbots.Needs satisfaction in Self-determination theory (SDT) can explain the directive process required for 
SRL.Technical and disciplinary knowledge would affect SRL with technologies. What this paper addsThis study examines the 
mediating effects of needs satisfaction in SDT on the relationship between students' previous AI (technical) and English 
(disciplinary) knowledge and SRL, using an AI conversational chatbot.Students' previous knowledge of English but not their AI 
knowledge directly affected their SRL with the chatbot.Autonomy and competence were mediators, but relatedness was not. 
Implications for practice and/or policyTeachers should use chatbots for knowledge consolidation rather than 
exploration.Teachers should support students' competence and autonomy, as these were found to be the factors that directly 
predicted SRL.School leaders and teacher educators should include the mediating effects of needs satisfaction in professional 
development programmes for digital education.
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Artificial intelligence (AI) has the potential to support self-regulated learning (SRL) because of its strong anthropomorphic 
characteristics. However, most studies of AI in education have focused on cognitive outcomes in higher education, and little 
research has examined how psychological needs affect SRL with AI in the K-12 setting. SRL is a self-directed process driven by 
psychological factors that can be explained by the three basic needs of self-determination theory (SDT), i.e., autonomy, 
competence, and relatedness. This study fills a research gap by examining the moderating effects of need satisfaction and 
gender in predicting SRL among Grade 9 students. The results indicate that girls perceive more need support than boys. In 
predicting SRL, satisfaction of the need for autonomy and competence is moderated by both gender and AI knowledge, whereas 
satisfaction of the need for relatedness is moderated by gender only. Particularly among girls, the effects of autonomy and 
competence more strongly predict SRL when AI knowledge is low. These findings confirm the gender differences in need 
satisfaction when predicting SRL with a chatbot. The findings have implications for both teacher instruction and the design and 
development of intelligent learning environments.

10.1007/s10639-022-11547-x

B. Zarouali, 
Araujo, T., 
Ohme, J., de 
Vreese, C.

Comparing 
Chatbots and 
Online Surveys 
for 
(Longitudinal) 
Data Collection: 
An Investigation 
of Response 
Characteristics, 
Data Quality, 
and User 
Evaluation

COMMUNICATIO
N METHODS 
AND MEASURES

OPEN-ENDED QUESTIONS, 
CONVERSATIONAL AGENT, 
PERCEIVED SECURITY, 
NONRESPONSE RATES, 
COGNITIVE-LOAD, SURVEY 
MODE, WEB SURVEYS, R 
PACKAGE, RELIABILITY, TRUST

As chatbots are gaining more popularity than ever, they have recently been considered as interesting tools for survey 
administration in social science research. To explore this idea, we investigated the extent to which there are differences in 
response characteristics and data quality between a traditional, web-based survey and a conversational, chatbot-based survey 
(which we integrated in an instant messaging app). In addition, we zoomed into how respondents evaluate both survey modes. 
Using a longitudinal design, we also explored how response characteristics evolved over a period of two weeks. Overall, we did 
not find evidence that chatbots might be better survey administration tools than web surveys. On the contrary, the web survey 
often seemed to generate more favorable response characteristics and data quality. Finally, when it comes to user perceptions, 
we found that the chatbot survey was evaluated less favorably in terms of perceived enjoyment, usefulness, and security. Based 
on these results, we draw conclusions about whether chatbots can be considered as valid alternatives for traditional web survey 
methods.
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PurposeThis paper aims to examine how consumers' perceptions of artificial intelligence (AI) chatbots influence individuals' 
cognitive and emotional states and their subsequent behavioural intentions vis-a-vis online travel agencies (OTAs). 
Design/methodology/approachThe survey sample comprised 566 customers who had experienced the use of travel AI chatbots 
in China using a combination of online and offline questionnaires. Partial least squares structural equation modelling was used 
to test the hypotheses. FindingsThe results revealed that interaction and information quality, as AI chatbot stimuli, significantly 
increase potential tourists' trust and purchase intention. Perceived usefulness plays a mediating role in the relationship among 
interactivity, information quality, customer trust and purchase intention. Furthermore, the findings indicated that customers 
with high product familiarity exhibited greater trust in products demonstrating a high level of perceived usefulness. 
Originality/valueBy integrating cognitive consistency theory, this study theoretically validates the applicability of the stimulus-
organism-response framework on AI chatbots and provides academics with useful insights regarding the influence mechanisms 
of human-computer interaction and information quality on customer response within OTA settings.
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The rapidly evolving science about the Coronavirus Disease 2019 (COVID-19) pandemic created unprecedented health 
information needs and dramatic changes in policies globally. We describe a platform, Watson Assistant (WA), which has been 
used to develop conversational agents to deliver COVID-19 related information. We characterized the diverse use cases and 
implementations during the early pandemic and measured adoption through a number of users, messages sent, and 
conversational turns (ie, pairs of interactions between users and agents). Thirty-seven institutions in 9 countries deployed 
COVID-19 conversational agents with WA between March 30 and August 10, 2020, including 24 governmental agencies, 7 
employers, 5 provider organizations, and 1 health plan. Over 6.8 million messages were delivered through the platform. The 
mean number of conversational turns per session ranged between 1.9 and 3.5. Our experience demonstrates that 
conversational technologies can be rapidly deployed for pandemic response and are adopted globally by a wide range of users.
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In this study, we demonstrate that an open-domain conversational system trained on idioms or figurative language generates 
more fitting responses to prompts containing idioms. Idioms are a part of everyday speech in many languages and across many 
cultures, but they pose a great challenge for many natural language processing (NLP) systems that involve tasks such as 
information retrieval (IR), machine translation (MT), and conversational artificial intelligence (AI). We utilized the Potential 
Idiomatic Expression (PIE)-English idiom corpus for the two tasks that we investigated: classification and conversation 
generation. We achieved a state-of-the-art (SoTA) result of a 98% macro F1 score on the classification task by using the SoTA T5 
model. We experimented with three instances of the SoTA dialogue model—the Dialogue Generative Pre-trained Transformer 
(DialoGPT)—for conversation generation. Their performances were evaluated by using the automatic metric, perplexity, and a 
human evaluation. The results showed that the model trained on the idiom corpus generated more fitting responses to prompts 
containing idioms 71.9% of the time in comparison with a similar model that was not trained on the idiom corpus. We have 
contributed the model checkpoint/demo/code to the HuggingFace hub for public access. © 2022 by the authors.
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There is currently no simple, widely available screening method for Alzheimer's disease (AD), partly because the diagnosis of AD 
is complex and typically involves expensive and sometimes invasive tests not commonly available outside highly specialized 
clinical settings. Here, we developed an artificial intelligence (AI)-powered end-to-end system to detect AD and predict its 
severity directly from voice recordings. At the core of our system is the pre-trained data2vec model, the first high-performance 
self-supervised algorithm that works for speech, vision, and text. Our model was internally evaluated on the ADReSSo 
(Alzheimer's Dementia Recognition through Spontaneous Speech only) dataset containing voice recordings of subjects 
describing the Cookie Theft picture, and externally validated on a test dataset from DementiaBank. The AI model can detect AD 
with average area under the curve (AUC) of 0.846 and 0.835 on held-out and external test set, respectively. The model was well-
calibrated (Hosmer-Lemeshow goodness-of-fit p-value = 0.9616). Moreover, the model can reliably predict the subject's 
cognitive testing score solely based on raw voice recordings. Our study demonstrates the feasibility of using the AI-powered end-
to-end model for early AD diagnosis and severity prediction directly based on voice, showing its potential for screening 
Alzheimer's disease in a community setting.
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Background: The increasing penetration of smartphones and the Internet in developing countries caused the rise of e-retail. 
Conversational commerce is highly increasing via interaction through messengers. To extract the benefits of both trends, 
companies have adopted messenger chatbots. These chatbots use Artificial intelligence and natural language processing to give 
live responses to the customer and assist online shopping on the messenger interface. This research aims to discover the factors 
that affect the use of messenger chatbots and their influence on attitude and behavior intention. Methods: The research 
methodology includes the Technology Acceptance Model (TAM) with the variables of perceived usefulness, perceived ease of 
use, consumer trust, and anthropomorphism. The authors used an online survey for collecting the responses from 192 
respondents and analyzed structural equation modelling. Results: Customer trust has shown the most decisive influence on 
customer attitude followed by Perceived Usefulness, Perceived Ease of Use. Also, the use of chatbots to make online shopping 
faster significantly affects the use of messenger chatbots for online shopping in the future. The authors explore various factors 
resulting in consumers' favor of accepting chatbots as an interface for m-commerce. Conclusions: The findings indicate that 
organizations should design strategies to improve interaction with the customer by developing messenger chatbots for more 
trusting conversations. Further research could include a theoretical digital marketing approach to conversational commerce 
based on anthropomorphic digital technologies.
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BACKGROUND: The burden on healthcare systems is mounting continuously owing to population growth and aging, overuse of 
medical services, and the recent COVID-19 pandemic. This overload is also causing reduced healthcare quality and outcomes. 
One solution gaining momentum is the integration of intelligent self-assessment tools, known as symptom-checkers, into 
healthcare-providers' systems. To the best of our knowledge, no study so far has investigated the data-gathering capabilities of 
these tools, which represent a crucial resource for simulating doctors' skills in medical-interviews. OBJECTIVES: The goal of this 
study was to evaluate the data-gathering function of currently available chatbot symptom-checkers. METHODS: We evaluated 8 
symptom-checkers using 28 clinical vignettes from the repository of MSD-Manual case studies. The mean number of predefined 
pertinent findings for each case was 31.8 ± 6.8. The vignettes were entered into the platforms by 3 medical students who 
simulated the role of the patient. For each conversation, we obtained the number of pertinent findings retrieved and the 
number of questions asked. We then calculated the recall-rates (pertinent-findings retrieved out of all predefined pertinent-
findings), and efficiency-rates (pertinent-findings retrieved out of the number of questions asked) of data-gathering, and 
compared them between the platforms. RESULTS: The overall recall rate for all symptom-checkers was 0.32(2,280/7,112;95 %CI 
0.31-0.33) for all pertinent findings, 0.37(1,110/2,992;95 %CI 0.35-0.39) for present findings, and 0.28(1140/4120;95 %CI 0.26-
0.29) for absent findings. Among the symptom-checkers, Kahun platform had the highest recall rate with 0.51(450/889;95 %CI 
0.47-0.54). Out of 4,877 questions asked overall, 2,280 findings were gathered, yielding an efficiency rate of 0.46(95 %CI 0.45-
0.48) across all platforms. Kahun was the most efficient tool 0.74 (95 %CI 0.70-0.77) without a statistically significant difference 
from Your.MD 0.69(95 %CI 0.65-0.73). CONCLUSION: The data-gathering performance of currently available symptom checkers 
is questionable. From among the tools available, Kahun demonstrated the best overall performance.
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Background: Many medical conditions, perhaps 80% of them, can be diagnosed by taking a thorough history of present illness 
(HPI). However, in the clinical setting, situational factors such as interruptions and time pressure may cause interactions with 
patients to be brief and fragmented. One solution for improving clinicians' ability to collect a thorough HPI and maximize 
efficiency and quality of care could be to use a digital tool to obtain the HPI before face-to-face evaluation by a clinician. 
Objective: Our objective was to identify and characterize digital tools that have been designed to obtain the HPI directly from 
patients or caregivers and present this information to clinicians before a face-to-face encounter. We also sought to describe 
outcomes reported in testing of these tools, especially those related to usability, efficiency, and quality of care. Methods: We 
conducted a scoping review using predefined search terms in the following databases: MEDLINE, CINAHL, PsycINFO, Web of 
Science, Embase, IEEE Xplore Digital Library, ACM Digital Library, and ProQuest Dissertations & Theses Global. Two reviewers 
screened titles and abstracts for relevance, performed full-text reviews of articles meeting the inclusion criteria, and used a pile-
sorting procedure to identify distinguishing characteristics of the tools. Information describing the tools was primarily obtained 
from identified peer-reviewed sources; in addition, supplementary information was obtained from tool websites and through 
direct communications with tool creators. Results: We identified 18 tools meeting the inclusion criteria. Of these 18 tools, 14 
(78%) used primarily closed-ended and multiple-choice questions, 1 (6%) used free-text input, and 3 (17%) used conversational 
(chatbot) style. More than half (10/18, 56%) of the tools were tailored to specific patient subpopulations; the remaining (8/18, 
44%) tools did not specify a target subpopulation. Of the 18 tools, 7 (39%) included multilingual support, and 12 (67%) had the 
capability to transfer data directly into the electronic health record. Studies of the tools reported on various outcome measures 
related to usability, efficiency, and quality of care. Conclusions: The HPI tools we identified (N=18) varied greatly in their 
purpose and functionality. There was no consensus on how patient-generated information should be collected or presented to 
clinicians. Existing tools have undergone inconsistent levels of testing, with a wide variety of different outcome measures used 
in evaluation, including some related to usability, efficiency, and quality of care. There is substantial interest in using digital 
tools to obtain the HPI from patients, but the outcomes measured have been inconsistent. Future research should focus on 
whether using HPI tools can lead to improved patient experience and health outcomes, although surrogate end points could 
instead be used so long as patient safety is monitored.
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Artificial Intelligence plays an indispensable role in enabling human capabilities in understanding, reasoning, planning, 
communication, and perception. The automation of AI abilities creates new opportunities in Human Resource Development. 
Chatbot interfaces help in the multitasking process in HRM which includes shortlisting, interviews, and training programs. It 
reduces the burden of the HR manager as well as effectively uses the organization’s resources efficiently. The present study 
highlights AI-enabled eHRM technologies application in various software companies in Chennai city. The sample is collected 
from employees working in the IT sectors using a convenient sampling method. The key focus of the study is on examining the 
AI-based HRM Technology Tools adopted by HR managers. The results show 12 AI-based HRM Technology Tools have been 
reduced into three dominant factors namely Machine Language and Automation Factor (MLAF), Data Analytics and 
Acknowledgement Factor (DAAF), and Robotics and Bio Recognition Factor (RBRF). It has been observed that AI-based eHRM 
technology has been used in every process of recruitment.
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2022 1.1-1.21 The effect of deep learning (DL) in today's world is nothing less than dramatic. From self-driving cars, to performing hazardous 
tasks on inhospitable terrain such as the seabed, to simple chatbots giving directions on a mobile phone, our daily lives have 
been affected. The cause of this massive development within very few years can be credited to the rapidly decreasing cost of 
hardware and the availability of opensource software. The healthcare industry is also adapting deep learning technologies to 
deliver fast and better services to patients. The volume of publications of DL applications in healthcare has exceeded all other 
domains, in particular in radiology, where one deals with medical images. In this respect, this chapter provides an introduction 
to DL for radiologists, scientists, academicians, etc. © IOP Publishing Ltd 2022. All rights reserved.
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Research Objectives: To design and implement a Chatbot that interacts with patients via instant messaging to supervise 
domiciliary rehabilitation and increase adherence. To conduct a feasibility study. Design: Pilot randomized trial (November 2021 
to March 2022). Setting: Two university hospitals. Outpatient and domiciliary rehabilitation. Participants: 18 individuals, below 
70, who underwent primary total knee replacement, had a personal smartphone, an instant messaging application installed, 
familiar with its use (>3 accesses pw) and able to consent. Interventions: Patients underwent surgery and followed standard 
inpatient (≈2 days) and outpatient (≈2 to 4 weeks after surgery) physiotherapy care. The control group received one education 
session with recommended home exercises. The experimental group received the same education, but the domiciliary program 
was supervised via Chatbot, with automated interactions including messages to inform (e.g. about the disease, importance of 
compliance, progression), motivate, remind training days, and instruct the exercises up to 12 weeks’ follow-up. Main Outcome 
Measures: Compliance (primary), system usability, feasibility (recruitment and retention rates) and safety. Results: Compliance 
was 15% higher in the experimental group, with n=7 (78%) participants classified as ‘achieved adherence’ (>80% of sessions). As 
for feasibility, recruitment rate was good but lower than expected (75% of invited agreed); retention was good (>85%). Overall, 
the users reported that the tool was easy to use; however, some users (n=2) reported the need to learn how to use it, and one 
did not perform any access or interaction. Conclusions: A Chatbot that communicates via instant messaging service has been 
successfully developed. The preliminary assessment suggests that the tool may be useful to increase compliance with in-home 
rehabilitation, and warrants a randomized clinical trial to determine the clinical impact. Author(s) Disclosures: This result is part 
of the project PID2020-115825RA-I00, funded and supported by MCIN/ AEI/10.13039/501100011033, convocatoria Proyectos 
I+D+i 2020 - Modalidades “Retos Investigación” y “Generación de Conocimiento” (PID2020). The funder played no role on the 
design or results of this work.
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Drawing from the tension between a company's desire for customer information to tailor experiences and a consumer's need 
for privacy, this study aims to test the effect of two information disclosure nudges on users' information disclosure behaviors. 
Whereas previous literature on user-chatbot interaction focused on encouraging and increasing users' disclosures, this study 
introduces measures that make users conscious of their disclosure behaviors to low and high-sensitivity questions asked by 
chatbots. A within-subjects laboratory experiment entailed 19 participants interacting with chatbots, responding to pre-tested 
questions of varying sensitivity while being presented with different information disclosure nudges. The results suggest that 
question sensitivity negatively impacts users' information disclosures to chatbots. Moreover, this study suggests that adding a 
sensitivity signal-presenting the level of sensitivity of the question asked by the chatbot-influences users' information disclosure 
behaviors. Finally, the theoretical contributions and managerial implications of the results are discussed.
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Mental health disorders increasingly affect people worldwide. As a consequence, more families and relatives find themselves 
acting as caregivers. Most often, these are untrained people who experience loneliness, abandonment, and often develop signs 
of depression (i.e., caregiver burden syndrome). In this work, we present HIGEA, a digital system based on a conversational 
agent to help to detect caregiver burden. The conversational agent naturally embeds psychological test questions into informal 
conversations, which aim at increasing the adherence of use and avoiding user bias. A proof-of-concept is developed based on 
the popular Zarit Test, which is widely used to assess caregiver burden. Preliminary results show the system is useful and 
effective.
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A popular chatbot can generate natural and human-like responses, and the crucial technology is the ability to understand and 
appreciate the emotions and demands expressed from the perspective of the user. However, some empathetic dialogue 
generation models only specialise in commonsense and neglect emotion, which can only get a one-sided understanding of the 
user's situation and makes the model unable to express emotion better. In this paper, we propose a novel affective feature 
knowledge interactive model named AFKI, to enhance response generation performance, which enriches conversation history to 
obtain emotional interactive context by leveraging fine-grained emotional features and commonsense knowledge. Furthermore, 
we utilise an emotional interactive context encoder to learn higher-level affective interaction information and distill the 
emotional state feature to guide the empathetic response generation. The emotional features are to well capture the subtle 
differences of the user's emotional expression, and the commonsense knowledge improves the representation of affective 
information on generated responses. Extensive experiments on the empathetic conversation task demonstrate that our model 
generates multiple responses with higher emotion accuracy and stronger empathetic ability compared with baseline model 
approaches for empathetic response generation.
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We've witnessed remarkable development in the domains of robotics and artificial intelligence during the previous decade. 
Innovators have been looking for methods to merge people and robots, and in certain cases, to eliminate humans entirely. 
We're seeing delivery drones, security robots, and other robotics applications. Chatbots, self driving cars, and speech recognition 
have all made important advances in AI. Perhaps most importantly, advancements in artificial intelligence and robotic 
technology in health care are boosting patient treatment and care. Physical therapy is one field that is making use of both 
technologies, with a special emphasis on those who have movement difficulties as a result of neurological damage.
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In low- and middle-income countries (LMICs), AI has been promoted as a potential means of strengthening healthcare systems 
by a growing number of publications. We aimed to evaluate the scope and nature of AI technologies in the specific context of 
LMICs. In this systematic scoping review, we used a broad variety of AI and healthcare search terms. Our literature search 
included records published between 1st January 2009 and 30th September 2021 from the Scopus, EMBASE, MEDLINE, Global 
Health and APA PsycInfo databases, and grey literature from a Google Scholar search. We included studies that reported a 
quantitative and/or qualitative evaluation of a real-world application of AI in an LMIC health context. A total of 10 references 
evaluating the application of AI in an LMIC were included. Applications varied widely, including: clinical decision support 
systems, treatment planning and triage assistants and health chatbots. Only half of the papers reported which algorithms and 
datasets were used in order to train the AI. A number of challenges of using AI tools were reported, including issues with 
reliability, mixed impacts on workflows, poor user friendliness and lack of adeptness with local contexts. Many barriers exists 
that prevent the successful development and adoption of well-performing, context-specific AI tools, such as limited data 
availability, trust and evidence of cost-effectiveness in LMICs. Additional evaluations of the use of AI in healthcare in LMICs are 
needed in order to identify their effectiveness and reliability in real-world settings and to generate understanding for best 
practices for future implementations. © 2022, The Author(s).
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Socio-conversational systems are dialogue systems, including what are sometimes referred to as chatbots, vocal assistants, 
social robots, and embodied conversational agents, that are capable of interacting with humans in a way that treats both the 
specifically social nature of the interaction and the content of a task. The aim of this paper is twofold: 1) to uncover some places 
where the compartmentalized nature of research conducted around socio-conversational systems creates problems for the field 
as a whole, and 2) to propose a way to overcome this compartmentalization and thus strengthen the capabilities of socio-
conversational systems by defining common challenges. Specifically, we examine research carried out by the signal processing, 
natural language processing and dialogue, machine/deep learning, social/affective computing and social sciences communities. 
We focus on three major challenges for the development of effective socio-conversational systems, and describe ways to tackle 
them.
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Background: Because the clinical patterns and symptoms that persist after a COVID-19 infection are diverse, a diagnosis of post-
acute COVID-19 syndrome (PACS) is difficult to implement. The current research project therefore aims to evaluate the 
feasibility and the practicability of a comprehensive, interdisciplinary, and cross-sectoral treatment program consisting of a low-
threshold online screening and holistic assessment for PACS. Furthermore, it aims to evaluate digital interventions and the use 
of so-called personal guides that may help to facilitate the recovery of PACS. Methods: This German study consists of a low-
threshold online screening for PACS where positively screened participants will be supported throughout by personal pilots. The 
personal pilots are aimed at empowering patients and helping them to navigate through the study and different treatment 
options. Patients will then be randomly assigned either to an intervention group (IG) or an active control group (ACG). The IG 
will receive a comprehensive assessment of physiological and psychological functioning to inform future treatment. The ACG 
does not receive the assessment but both groups will receive a treatment consisting of an individual digital treatment program 
(digital intervention platform and an intervention via a chatbot). This digital intervention is based on the needs identified during 
the assessment for participants in the IG. Compared to that, the ACG will receive a more common digital treatment program 
aiming to reduce PACS symptoms. Importantly, a third comparison group (CompG) will be recruited that does not receive any 
treatment. A propensity score matching will take place, ensuring comparability between the participants. Primary endpoints of 
the study are symptom reduction and return to work. Secondary outcomes comprise, for example, social participation and 
activities in daily life. Furthermore, the feasibility and applicability of the online screening tool, the holistic assessment, digital 
trainings, and personal pilots will be evaluated. Discussion: This is one of the first large-scale studies to improve the diagnosis 
and the care of patients with PACS by means of empowerment. It is to be evaluated whether the methods utilized can be used 
for the German and international population. Trial registration ClinicalTrials.gov Identifier: NCT05238415; date of registration: 
February 14, 2022 © 2022, The Author(s).
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This paper discusses the use of the HORUS.AI solution, an AI-enabled persuasive personal health assistant built upon the 
integration of semantic web technologies and persuasive techniques, for motivating people to adopt a healthy lifestyle and for 
supporting them to cope with the self-management of chronic diseases associated with bad lifestyle habits. The solution collects 
data from users’ devices, explicit users’ inputs, or from the external environment (e.g., facts of the world), and interacts with 
users by using a goal-based metaphor. Persuasive dialogues are used for proposing persuasion goals to users that, through a 
mobile application, are able to provide the required information and to receive contextual motivational messages helping them 
to achieve the proposed goals. In this paper, we focus on how behavioral change strategies have been exploited for providing a 
personalized support concerning the adoption of healthy lifestyle or the management of their chronic diseases based on the 
results of personal data processing. Such results are produced by reasoning operations, briefly mentioned in this paper, and 
coded into motivational strategies and messages by a dialogue-based persuasive layer. This layer manages dialogues and 
generates persuasive messages based on (i) the information provided by the reasoner, (ii) the user’s behavior and profile, and 
(iii) the implemented behavioral change strategies. This way, messages are tailored to specific users. HORUS.AI has been 
validated within the context of the Key To Health project. Results demonstrated how the use of proposed approach supported 
users about improving their habits from the health perspectives as well as the overall good acceptability of the system by the 
users involved in the pilot study. Finally, the analysis of system’s efficiency shows how HORUS.AI can be deployed within a real-
world scenarios. © 2022, The Author(s), under exclusive licence to Springer-Verlag GmbH Austria, part of Springer Nature.
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BACKGROUND: The use of chatbots to address mental health conditions have become increasingly popular in recent years. 
However, few studies aimed to teach parenting skills through chatbots, and there are no reports on parental user experience. 
Aim: This study aimed to assess the user experience of a parenting chatbot micro intervention to teach how to praise children in 
a Spanish-speaking country. METHODS: A sample of 89 parents were assigned to the chatbot micro intervention as part of a 
randomized controlled trial study. Completion rates, engagement, satisfaction, net promoter score, and acceptability were 
analyzed. RESULTS: 66.3% of the participants completed the intervention. Participants exchanged an average of 49.8 messages 
(SD = 1.53), provided an average satisfaction score of 4.19 (SD = .79), and reported that they would recommend the chatbot to 
other parents (net promoter score = 4.63/5; SD = .66). Acceptability level was high (ease of use = 4.66 [SD = .73]; 
comfortability = 4.76 [SD = .46]; lack of technical problems = 4.69 [SD = .59]; interactivity = 4.51 [SD = .77]; usefulness for 
everyday life = 4.75 [SD = .54]). CONCLUSIONS: Overall, users completed the intervention at a high rate, engaged with the 
chatbot, were satisfied, would recommend it to others, and reported a high level of acceptability. Chatbots have the potential 
to teach parenting skills however research on the efficacy of parenting chatbot interventions is needed.
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Chatbot usage is evolving rapidly in various fields, including higher education. The present study’s purpose is to discuss the 
effect of a virtual teaching assistant (chatbot) that automatically responds to a student’s question. A pretest–posttest design 
was implemented, with the 68 participating undergraduate students being randomly allocated to scenarios representing a 2 × 2 
design (experimental and control cohorts). Data was garnered utilizing an academic achievement test and focus groups, which 
allowed more in depth analysis of the students’ experience with the chatbot. The results of the study demonstrated that the 
students who interacted with the chatbot performed better academically comparing to those who interacted with the course 
instructor. Besides, the focus group data garnered from the experimental cohort illustrated that they were confident about the 
chatbot’s integration into the course. The present study essentially focused on the learning of the experimental cohort and their 
view regarding interaction with the chatbot. This study contributes the emerging artificial intelligence (AI) chatbot literature to 
improve student academic performance. To our knowledge, this is the first study in Ghana to integrate a chatbot to engage 
undergraduate students. This study provides critical information on the use and development of virtual teaching assistants using 
a zero-coding technique, which is the most suitable approach for organizations with limited financial and human resources. © 
2022, The Author(s).
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Advances in machine learning and digital data provide vast potential for mental health predictions. However, research using 
machine learning in the field of eating disorders is just beginning to emerge. This paper provides a narrative review of existing 
research and explores potential benefits, limitations, and ethical considerations of using machine learning to aid in the 
detection, prevention, and treatment of eating disorders. Current research primarily uses machine learning to predict eating 
disorder status from females’ responses to validated surveys, social media posts, or neuroimaging data often with relatively 
high levels of accuracy. This early work provides evidence for the potential of machine learning to improve current eating 
disorder screening methods. However, the ability of these algorithms to generalise to other samples or be used on a mass scale 
is only beginning to be explored. One key benefit of machine learning over traditional statistical methods is the ability of 
machine learning to simultaneously examine large numbers (100s to 1000s) of multimodal predictors and their complex non-
linear interactions, but few studies have explored this potential in the field of eating disorders. Machine learning is also being 
used to develop chatbots to provide psychoeducation and coping skills training around body image and eating disorders, with 
implications for early intervention. The use of machine learning to personalise treatment options, provide ecological momentary 
interventions, and aid the work of clinicians is also discussed. Machine learning provides vast potential for the accurate, rapid, 
and cost-effective detection, prevention, and treatment of eating disorders. More research is needed with large samples of 
diverse participants to ensure that machine learning models are accurate, unbiased, and generalisable to all people with eating 
disorders. There are important limitations and ethical considerations with utilising machine learning methods in practice. Thus, 
rather than a magical solution, machine learning should be seen as an important tool to aid the work of researchers, and 
eventually clinicians, in the early identification, prevention, and treatment of eating disorders. © 2022, The Author(s).
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This study investigated the effects of artificial intelligence (AI)-based chatbot and peer feedback mechanisms integrated into the 
instructional videos (IVs) as a feedback tool on learning performance and intrinsic motivation of pre-service teachers (PTs) in 
online learning. The participants were 144 PTs from a university in Turkey. A pretest–posttest quasi-experimental design was 
adopted in this study. Two experimental (EG-1: Immediately elaborated feedback with a chatbot for IVs; EG-2: Delayed peer 
feedback with comments for IVs) groups and a control group (teaching with IVs) were selected. To collect qualitative data, a 
survey consisting of open-ended questions was conducted in the experimental groups. The results showed that the learning 
performance and intrinsic motivation scores of chatbot-based and peer feedback groups were higher than the scores in the 
traditional learning group. The implications for AI-powered feedback mechanisms and directions for future studies were 
discussed in this study. © The Author(s) 2022.
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Background: We previously evaluated Nao, a small humanoid robot, to administer autoevaluation questionnaires to older 
adults. The robot starts a conversation, asks questions, waits for answer, interprets the content, and file results. Acceptability 
was good, with listening comprehension limitations e.g., for local dialects or “low” robotic voice loudness. Objectives: To test 
Pepper, a 120-cm humanoid robot (SoftBank Robotics) as a friendly interface for Patient's Reported Outcomes, remotely 
integrated to a web-based data platform. Methods: Roessing R&D and Bluecompanion implemented “Scotty”, a technology 
transfer project funded by DIH-HERO (grant n.825003 Horizon2020). The robotic “persona” was a Nurse Aid. Decreasing HCPs 
workload in the rehabilitation ward was among expected benefits, aside mitigating patients' perceived isolation during COVID-
19 pandemic. Results: We operationalised the project from March 2021 to May 2022. The “Scotty” character was shaped 
according to users' requirements. Scotty follows a daily agenda, decided by the HCPs, collects clinical data via vocal interaction 
with patients, showing graphic examples or getting additional parameters via the tablet. Data are automatically forwarded to 
the customised e-CRF. Scotty can show preselected physical exercises, reminding patients about physical exercises. A chatbot-
led “casual” conversations establishes an initial, friendly interaction. Conclusions: The implementation of a connected social 
robot as “HCP-Aid” in a rehabilitation center constitutes an innovative approach. In term of usability, HCPs complained about 
additional robot-related tasks e.g. the need to accompany Scotty at the patient's bed. Scotty can be a friendly interface to a 
clinical data platform and can be easily adapted to specialised geriatric infrastructures.
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Background: Large language models such as ChatGPT can produce increasingly realistic text, with unknown information on the 
accuracy and integrity of using these models in scientific writing. Methods: We gathered ten research abstracts from five high 
impact factor medical journals (n=50) and asked ChatGPT to generate research abstracts based on their titles and journals. We 
evaluated the abstracts using an artificial intelligence (AI) output detector, plagiarism detector, and had blinded human 
reviewers try to distinguish whether abstracts were original or generated. Results: All ChatGPT-generated abstracts were 
written clearly but only 8% correctly followed the specific journal's formatting requirements. Most generated abstracts were 
detected using the AI output detector, with scores (higher meaning more likely to be generated) of median [interquartile range] 
of 99.98% [12.73, 99.98] compared with very low probability of AI-generated output in the original abstracts of 0.02% [0.02, 
0.09]. The AUROC of the AI output detector was 0.94. Generated abstracts scored very high on originality using the plagiarism 
detector (100% [100, 100] originality). Generated abstracts had a similar patient cohort size as original abstracts, though the 
exact numbers were fabricated. When given a mixture of original and general abstracts, blinded human reviewers correctly 
identified 68% of generated abstracts as being generated by ChatGPT, but incorrectly identified 14% of original abstracts as 
being generated. Reviewers indicated that it was surprisingly difficult to differentiate between the two, but that the generated 
abstracts were vaguer and had a formulaic feel to the writing. Conclusion: ChatGPT writes believable scientific abstracts, though 
with completely generated data. These are original without any plagiarism detected but are often identifiable using an AI 
output detector and skeptical human reviewers. Abstract evaluation for journals and medical conferences must adapt policy and 
practice to maintain rigorous scientific standards; we suggest inclusion of AI output detectors in the editorial process and clear 
disclosure if these technologies are used. The boundaries of ethical and acceptable use of large language models to help 
scientific writing remain to be determined.
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Background: ChatGPT is a 175 billion parameter natural language processing model which can generate conversation style 
responses to user input. Objective: To evaluate the performance of ChatGPT on questions within the scope of United States 
Medical Licensing Examination (USMLE) Step 1 and Step 2 exams, as well as analyze responses for user interpretability. 
Methods: We used two novel sets of multiple choice questions to evaluate ChatGPT’s performance, each with questions 
pertaining to Step 1 and Step 2. The first was derived from AMBOSS, a commonly used question bank for medical students, 
which also provides statistics on question difficulty and the performance on an exam relative to the userbase. The second, was 
the National Board of Medical Examiners (NBME) Free 120-question exams. After prompting ChatGPT with each question, 
ChatGPT’s selected answer was recorded, and the text output evaluated across three qualitative metrics: logical justification of 
the answer selected, presence of information internal to the question, and presence of information external to the question. 
Results: On the four datasets, AMBOSS-Step1, AMBOSS-Step2, NBME-Free-Step1, and NBME-Free-Step2, ChatGPT achieved 
accuracies of 44%, 42%, 64.4%, and 57.8%. The model demonstrated a significant decrease in performance as question difficulty 
increased (P=.012) within the AMBOSSStep1 dataset. We found logical justification for ChatGPT’s answer selection was present 
in 100% of outputs. Internal information to the question was present in >90% of all questions. The presence of information 
external to the question was respectively 54.5% and 27% lower for incorrect relative to correct answers on the NBME-Free-
Step1 and NBME-Free-Step2 datasets (P<=.001). Conclusion: ChatGPT marks a significant improvement in natural language 
processing models on the tasks of medical question answering. By performing at greater than 60% threshold on the NBME-Free-
Step-1 dataset we show that the model is comparable to a third year medical student. Additionally, due to the dialogic nature 
of the response to questions, we demonstrate ChatGPT’s ability to provide reasoning and informational context across the 
majority of answers. These facts taken together make a compelling case for the potential applications of ChatGPT as a medical 
education tool.
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Purpose: Information Systems research on emotions in relation to using technology largely holds essentialist assumptions about 
emotions, focuses on negative emotions and treats technology as a token or as a black box, which hinders an in-depth 
understanding of distinctions in the emotional experience of using artificial intelligence (AI) technology in context. This research 
focuses on understanding employees' emotional experiences of using an AI chatbot as a specific type of AI system that learns 
from how it is used and is conversational, displaying a social presence to users. The research questions how and why employees 
experience emotions when using an AI chatbot, and how these emotions impact its use. Design/methodology/approach: An 
interpretive case study approach and an inductive analysis were adopted for this study. Data were collected through interviews, 
documents review and observation of use. Findings: The study found that employee appraisals of chatbots were influenced by 
the form and functional design of the AI chatbot technology and its organisational and social context, resulting in a wider 
repertoire of appraisals and multiple emotions. In addition to positive and negative emotions, users experienced connection 
emotions. The findings show that the existence of multiple emotions can encourage continued use of an AI chatbot. 
Originality/value: This research extends information systems literature on emotions by focusing on the lived experiences of 
employees in their actual use of an AI chatbot, while considering its characteristics and its organisational and social context. The 
findings inform the emerging literature on AI. © 2022, Lorentsa Gkinko and Amany Elbanna.
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Research has shown that employing social cues (e.g., name, human-like avatar) in chatbot design enhances users’ social 
presence perceptions and their chatbot usage intentions. However, the picture is less clear for the social cue of chatbot 
response time. While some researchers argue that instant responses make chatbots appear unhuman-like, others suggest that 
delayed responses are perceived less positively. Drawing on social response theory and expectancy violations theory, this study 
investigates whether users’ prior experience with chatbots clarifies the inconsistencies in the literature. In a lab experiment (N = 
202), participants interacted with a chatbot that responded either instantly or with a delay. The results reveal that a delayed 
response time has opposing effects on social presence and usage intentions and shed light on the differences between novice 
users and experienced users – that is, those who have not interacted with a chatbot before vs. those who have. This study 
contributes to information systems literature by identifying prior experience as a key moderating factor that shapes users’ social 
responses to chatbots and by reconciling inconsistencies in the literature regarding the role of chatbot response time. For 
practitioners, this study points out a drawback of the widely adopted “one-design-fits-all” approach to chatbot design. © 2022, 
The Author(s).
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Are digital subjects in virtual reality morally equivalent to human subjects? We divide this problem into two questions bearing, 
respectively, on cognitive and emotional equivalence. Typically, cognitive equivalence does not hold due to the lack of 
substantialist indistinguishability, but emotional equivalence applies: digital subjects endowed with face or language elicit 
emotional responses on a par with real-world pleasure, desire, horror, or fear. This is sufficient for projecting moral traits on 
avatars in the metaverse or on dialog systems based on large language models. Our main case study is a chatbot trained on the 
chat history between a Canadian man and his deceased fiancée. To demonstrate emotional equivalence and the mechanism of 
moral transfer, we compare digital devices with the functioning of oracles in a story by Plutarch and in a narrative that draws 
on the book of Genesis. Finally, we note that, along with the projections of ethical issues, humans also tend to bring real-world 
solutions of moral conundrums into extended reality. We argue that the lack of cognitive equivalence makes such projections 
problematic as they lead to overpolicing and a sanitized metaverse. © 2022, The Author(s), under exclusive licence to Springer 
Nature B.V.

10.1007/s11569-022-00426-x https://www.scopus.com/inward/record.uri?eid=2-
s2.0-85142146913&doi=10.1007%2fs11569-022-
00426-
x&partnerID=40&md5=73493c8d7a4809c21c91a6b
78e14f34b

Y. Guo, 
Wang, J., 
Wu, R., Li, Z., 
Sun, L.

Designing for 
trust: a set of 
design principles 
to increase trust 
in chatbot

CCF Transactions 
on Pervasive 
Computing and 
Interaction

2022 4 4 474-481 Chatbot, Conversational 
interaction, Design principles, 
Design semantics, Positive 
emotions, Trust, Natural 
language processing systems, 
Chatbots, Conversational 
agents, High-tech products, 
Natural languages, Users' 
acceptance, Semantics

Trust is an important factor influencing user acceptance of high-tech products. As the artificial intelligence and natural language 
processing develop, all kinds of conversational agents (chatbot) have appeared around us. These chatbots are able to provide 
people with convenient services such as ordering food, stock recommendations, fund diagnostics. However, it is still not clear 
how to make users feel chatbot trustworthy. In this study, we aimed to explore a set of design principles to build trust between 
users and conversational agents. Based on extensive research on trust, we proposed five design semantics and 10 design 
principles, and verified their effectiveness through experiments. The result of experiment suggest that our design principles can 
improve users’ trust towards chatbot, thus provided guidance and suggestions for designing more trustworthy chatbots in the 
future. © 2022, China Computer Federation (CCF).
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Supporting student academic success has been one of the major goals for higher education. However, low teacher-to-student 
ratio makes it difficult for students to receive sufficient and personalized support that they might want to. The advancement of 
artificial intelligence (AI) and conversational agents, such as chatbots, has provided opportunities for assisting learning for 
different types of students. This research aims at investigating the opportunities and requirements of chatbots as an intelligent 
helper to facilitate equity in learning. We developed a chatbot as an experimental platform to investigate the design 
opportunities of using chatbots to support inclusive learning. Through a chatbot-led user study with 215 undergraduate 
students, we found chatbots provide the opportunity to support students who are disadvantaged, with diverse life 
environments, and with varied learning styles. This could be achieved through an accessible, interactive, and confidential way © 
2022. Journal of Information Systems Education.All Rights Reserved.
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BACKGROUND: Education and training are needed for nursing students using artificial intelligence-based educational programs. 
However, few studies have assessed the effect of using chatbots in nursing education. OBJECTIVES: This study aimed to develop 
and examine the effect of an artificial intelligence chatbot educational program for promoting nursing skills related to 
electronic fetal monitoring in nursing college students during non-face-to-face classes during the COVID-19 pandemic. DESIGN: 
This quasi-experimental study used a nonequivalent control group non-synchronized pretest-posttest design. METHODS: The 
participants were 61 junior students from a nursing college located in G province of South Korea. Data were collected between 
November 3 and 16, 2021, and analyzed using independent t-tests. RESULTS: The experimental group-in which the artificial 
intelligence chatbot program was applied-did not show statistically significant differences in knowledge (t = -0.58, p = .567), 
clinical reasoning competency (t = 0.75, p = .455), confidence (t = 1.13, p = .264), and feedback satisfaction (t = 1.72, p = .090), 
compared with the control group; however, its participants' interest in education (t = 2.38, p = .020) and self-directed learning 
(t = 2.72, p = .006) were significantly higher than those in the control group. CONCLUSION: The findings of our study highlighted 
the potential of artificial intelligence chatbot programs as an educational assistance tool to promote nursing college students' 
interest in education and self-directed learning. Moreover, such programs can be effective in enhancing nursing students' skills 
in non-face-to face-situations caused by the ongoing COVID-19 pandemic.

10.1186/s12909-022-03898-3

J. W. Han, 
Park, J., Lee, 
H. N.

Analysis of the 
effect of an 
artificial 
intelligence 
chatbot 
educational 
program on non-
face-to-face 
classes: a quasi-
experimental 
study

BMC MEDICAL 
EDUCATION

2022 22 1 Artificial intelligence, Nursing, 
Education, Clinical reasoning, 
Chatbot program, Data 
processing

BackgroundEducation and training are needed for nursing students using artificial intelligence-based educational programs. 
However, few studies have assessed the effect of using chatbots in nursing education. ObjectivesThis study aimed to develop 
and examine the effect of an artificial intelligence chatbot educational program for promoting nursing skills related to 
electronic fetal monitoring in nursing college students during non-face-to-face classes during the COVID-19 pandemic. 
DesignThis quasi-experimental study used a nonequivalent control group non-synchronized pretest-posttest design. 
MethodsThe participants were 61 junior students from a nursing college located in G province of South Korea. Data were 
collected between November 3 and 16, 2021, and analyzed using independent t-tests. ResultsThe experimental group-in which 
the artificial intelligence chatbot program was applied-did not show statistically significant differences in knowledge (t = -0.58, 
p = .567), clinical reasoning competency (t = 0.75, p = .455), confidence (t = 1.13, p = .264), and feedback satisfaction (t = 1.72, p 
= .090), compared with the control group; however, its participants' interest in education (t = 2.38, p = .020) and self-directed 
learning (t = 2.72, p = .006) were significantly higher than those in the control group. ConclusionThe findings of our study 
highlighted the potential of artificial intelligence chatbot programs as an educational assistance tool to promote nursing college 
students' interest in education and self-directed learning. Moreover, such programs can be effective in enhancing nursing 
students' skills in non-face-to face-situations caused by the ongoing COVID-19 pandemic.
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Students often overlook academic administration data services disseminated through different internet platforms. Using chat 
tools, students are often more dominant in directly addressing research program supervisors' queries. However, due to a staff 
shortage on the data provider side, data services through chat apps cannot be delivered adequately. Furthermore, academic 
staff output started to decline, although chatbot accuracy stayed at 100 percent in studies comparing chatbots to academic 
staff. Due to the assessment findings, chatbots successfully boost efficiency in dealing with client inquiries. Sixty-two 
respondents used chatbots, including 13.8 percent of lecturers, 9.2 percent of staff, and 76.9 percent of students. Capability, 
consistency, accountability, and performance are all aspects of chatbot technology testing. The significance threshold for the 
validity test is 5%. The test findings reveal that consumers' usage of chatbot technology to receive academic information is 
more trustworthy, with a Cronbach Alpha score of 0.82. Chatbots are being used to provide a solution for the academic 
community and the academic community to access services more swiftly and efficiently. Chatbots may lower academic 
personnel's burden and improve service quality at tertiary institutions. In this study, a chatbot was created to deliver data 
requests from consumers on its own.
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INTRODUCTION: Conversational agents (computer programs that use artificial intelligence to simulate a conversation with users 
through natural language) have evolved considerably in recent years to support healthcare by providing autonomous, 
interactive, and accessible services, making them potentially useful for supporting smoking cessation. We performed a 
systematic review and meta-analysis to provide an overarching evaluation of their effectiveness and acceptability to inform 
future development and adoption. METHODS: PsycInfo, Web of Science, ACM Digital Library, IEEE Xplore, Medline, EMBASE, 
Communication and Mass Media Complete, and CINAHL Complete were searched for studies examining the use of 
conversational agents for smoking cessation. Data from eligible studies were extracted and used for random-effects meta-
analyses. RESULTS: The search yielded 1,245 publications with 13 studies eligible for systematic review (total N = 8,236) and 6 
studies for random-effects meta-analyses. All studies reported positive effects on cessation related outcomes. A meta-analysis 
with RCTs reporting on abstinence yielded a sample-weighted odds ratio (OR) of 1.66 (95% CI 1.33-2.07, p<.001), favoring 
conversational agents over comparison groups. A narrative synthesis of all included studies showed overall high acceptability, 
while some barriers were identified from user-feedback. Overall, included studies were diverse in design with mixed quality, and 
evidence of publication bias was identified. A lack of theoretical foundations was noted, as well as a clear need for relational 
communication in future designs. CONCLUSION: The effectiveness and acceptability of conversational agents for smoking 
cessation are promising. However, standardization of reporting and designing of the agents is warranted for a more 
comprehensive evaluation. IMPLICATION: This is the first systematic review to provide insight into the use of conversational 
agents to support smoking cessation. Our findings demonstrated initial promise in the effectiveness and user acceptability of 
these agents. We also identified a lack of theoretical and methodological limitations to improve future study design and 
intervention delivery.
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Background: Cigarette smoking poses a major threat to public health. While cessation support provided by healthcare 
professionals is effective, its use remains low. Chatbots have the potential to serve as a useful addition. The objective of this 
study is to explore the possibility of using a motivational interviewing style chatbot to enhance engagement, therapeutic 
alliance, and perceived empathy in the context of smoking cessation. Methods: A preregistered web-based experiment was 
conducted in which smokers (n = 153) were randomly assigned to either the motivational interviewing (MI)-style chatbot 
condition (n = 78) or the neutral chatbot condition (n = 75) and interacted with the chatbot in two sessions. In the assessment 
session, typical intake questions in smoking cessation interventions were administered by the chatbot, such as smoking history, 
nicotine dependence level, and intention to quit. In the feedback session, the chatbot provided personalized normative feedback 
and discussed with participants potential reasons to quit. Engagement with the chatbot, therapeutic alliance, and perceived 
empathy were the primary outcomes and were assessed after both sessions. Secondary outcomes were motivation to quit and 
perceived communication competence and were assessed after the two sessions. Results: No significant effects of the 
experimental manipulation (MI-style or neutral chatbot) were found on engagement, therapeutic alliance, or perceived 
empathy. A significant increase in therapeutic alliance over two sessions emerged in both conditions, with participants 
reporting significantly increased motivation to quit. The chatbot was perceived as highly competent, and communication 
competence was positively associated with engagement, therapeutic alliance, and perceived empathy. Conclusion: The results 
of this preregistered study suggest that talking with a chatbot about smoking cessation can help to motivate smokers to quit 
and that the effect of conversation has the potential to build up over time. We did not find support for an extra motivating 
effect of the MI-style chatbot, for which we discuss possible reasons. These findings highlight the promise of using chatbots to 
motivate smoking cessation. Implications for future research are discussed. © 2022, The Author(s).

10.1186/s12889-022-13115-x https://www.scopus.com/inward/record.uri?eid=2-
s2.0-85128138668&doi=10.1186%2fs12889-022-
13115-
x&partnerID=40&md5=2ac72fbe74132ebcaaa0531
b8d329a4c

Y. He, Yang, 
L., Zhu, X., 
Wu, B., 
Zhang, S., 
Qian, C., 
Tian, T.

Mental Health 
Chatbot for 
Young Adults 
With Depressive 
Symptoms 
During the 
COVID-19 
Pandemic: Single-
Blind, Three-Arm 
Randomized 
Controlled Trial

Journal of 
Medical Internet 
Research

2022 24 11 ChiCTR2100052532, chatbot, 
adolescent, adult, article, 
Chinese, clinical article, 
clinical effectiveness, 
cognitive behavioral therapy, 
controlled study, coronavirus 
disease 2019, depression, 
emotion, female, follow up, 
human, loneliness, male, 
mental health, mental health 
service, mindfulness 
meditation, natural language 
processing, outcome 
assessment, pandemic, 
Patient Health Questionnaire 
9, psychological counseling, 
randomized controlled trial, 
religion, satisfaction, self 
esteem, single blind 
procedure, thematic analysis, 
working alliance 
questionnaire, young adult

Background: Depression has a high prevalence among young adults, especially during the COVID-19 pandemic. However, mental 
health services remain scarce and underutilized worldwide. Mental health chatbots are a novel digital technology to provide 
fully automated interventions for depressive symptoms. Objective: The purpose of this study was to test the clinical 
effectiveness and nonclinical performance of a cognitive behavioral therapy (CBT)-based mental health chatbot (XiaoE) for 
young adults with depressive symptoms during the COVID-19 pandemic. Methods: In a single-blind, 3-arm randomized 
controlled trial, participants manifesting depressive symptoms recruited from a Chinese university were randomly assigned to a 
mental health chatbot (XiaoE; n=49), an e-book (n=49), or a general chatbot (Xiaoai; n=50) group in a ratio of 1:1:1. Participants 
received a 1-week intervention. The primary outcome was the reduction of depressive symptoms according to the 9-item 
Patient Health Questionnaire (PHQ-9) at 1 week later (T1) and 1 month later (T2). Both intention-to-treat and per-protocol 
analyses were conducted under analysis of covariance models adjusting for baseline data. Controlled multiple imputation and δ-
based sensitivity analysis were performed for missing data. The secondary outcomes were the level of working alliance 
measured using the Working Alliance Questionnaire (WAQ), usability measured using the Usability Metric for User Experience-
LITE (UMUX-LITE), and acceptability measured using the Acceptability Scale (AS). Results: Participants were on average 18.78 
years old, and 37.2% (55/148) were female. The mean baseline PHQ-9 score was 10.02 (SD 3.18; range 2-19). Intention-to-treat 
analysis revealed lower PHQ-9 scores among participants in the XiaoE group compared with participants in the e-book group 
and Xiaoai group at both T1 (F2,136=17.011; P < .001; d=0.51) and T2 (F2,136=5.477; P=.005; d=0.31). Better working alliance 
(WAQ; F2,145=3.407; P=.04) and acceptability (AS; F2,145=4.322; P=.02) were discovered with XiaoE, while no significant 
difference among arms was found for usability (UMUX-LITE; F2,145=0.968; P=.38). Conclusions: A CBT-based chatbot is a 
feasible and engaging digital therapeutic approach that allows easy accessibility and self-guided mental health assistance for 
young adults with depressive symptoms. A systematic evaluation of nonclinical metrics for a mental health chatbot has been 
established in this study. In the future, focus on both clinical outcomes and nonclinical metrics is necessary to explore the 
mechanism by which mental health chatbots work on patients. Further evidence is required to confirm the long-term 
effectiveness of the mental health chatbot via trails replicated with a longer dose, as well as exploration of its stronger efficacy 
in comparison with other active controls.

10.2196/40719 https://www.embase.com/search/results?subaction
=viewrecord&id=L2021954870&from=export, 
http://dx.doi.org/10.2196/40719

A. Huang, 
Chao, Y., de 
la Mora 
Velasco, E., 
Bilgihan, A., 
Wei, W.

When artificial 
intelligence 
meets the 
hospitality and 
tourism industry: 
an assessment 
framework to 
inform theory 
and 
management

Journal of 
Hospitality and 
Tourism Insights

2022 5 5 1080-
1100

Artificial intelligence, 
Augmented reality, Deep 
learning, Innovations 
diffusion, Machine learning, 
Technology adoption, Virtual 
reality

Purpose: This study reviews existing research and current applications of artificial intelligence (AI) in the hospitality and tourism 
industry. It further proposes a new evaluation framework to inform the susceptibility of AI adoptions. 
Design/methodology/approach: This is a synthesis and evaluation study that qualitatively summarizes and presents findings on 
AI applications in the hospitality and tourism industry. Current AI applications are rated using a seven-dimensional framework 
based on Rogers' (2003) diffusion theory. Findings: AI adoption susceptibility in the hospitality and tourism industry varies 
based on the type of AI. Search/booking engines, virtual agents and chatbots rank high in the adoption susceptibility. Research 
limitations/implications: This study bridges innovation diffusion theoretical underpinnings and AI applications. The findings 
support researchers, developers and managers in evaluating the adoption susceptibility of AI technologies in the hospitality and 
tourism industry. Originality/value: This paper is among the few that focus on assessing AI adoption susceptibility in the 
hospitality and tourism industry. This paper develops a theory-based framework for systematically evaluating AI innovations in 
hospitality and tourism. © 2021, Emerald Publishing Limited.
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In this paper, an embedded system is used as a host for the intercom and as a chatbot server for this system. The chatbot server 
controls door locks, cameras, buzzers, and related devices through web services on the WoT (Web of Things) to provide 
residents and visitors with better functionality and integrational services. This system can greatly improve the security and 
convenience of the system compared with the traditional intercom system. The resident uses the instant messaging software of 
the smartphone to replace the handset function, and there is no need to install and learn new apps, reducing the cost of the 
handset and the wiring indoors and outdoors. Whether or not the residents are at home, they can check whether there are 
visitors and check the status of their doors through their smartphones. Conversely, any visitor can also contact the resident 
through this intercom, while there is no way to confirm whether the resident is at home or not, which enhances the security of 
the house. This system provides flexibility in wireless installation and use and sufficient mobility for residents. The system 
architecture strikes a good balance between user convenience and home security and between performance and cost, 
effectively improving home security and reducing costs. © 2022 by the authors.
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INTRODUCTION: Within the technological development path, chatbots are considered an important tool for economic and social 
entities to become more efficient and to develop customer-centric experiences that mimic human behavior. Although artificial 
intelligence is increasingly used, there is a lack of empirical studies that aim to understand consumers' experience with 
chatbots. Moreover, in a context characterized by constant population aging and an increased life-expectancy, the way aging 
adults perceive technology becomes of great interest. However, based on the digital divide (unequal access to technology, 
knowledge, and resources), and since young adults (aged between 18 and 34 years old) are considered to have greater affinity 
for technology, most of the research is dedicated to their perception. The present paper investigates the way chatbots are 
perceived by middle-aged and aging adults in Romania. METHODS: An online opinion survey has been conducted. The age-range 
of the subjects is 40-78 years old, a convenience sampling technique being used (N = 235). The timeframe of the study is May-
June 2021. Thus, the COVID-19 pandemic is the core context of the research. A covariance-based structural equation modelling 
(CB-SEM) has been used to test the theoretical assumptions as it is a procedure used for complex conceptual models and theory 
testing. RESULTS: The results show that while perceived ease of use is explained by the effort, the competence, and the perceive 
external control in interacting with chatbots, perceived usefulness is supported by the perceived ease of use and subjective 
norms. Furthermore, individuals are likely to further use chatbots (behavioral intention) if they consider this interaction useful 
and if the others' opinion is in favor of using it. Gender and age seem to have no effect on behavioral intention. As studies on 
chatbots and aging adults are few and are mainly investigating reactions in the healthcare domain, this research is one of the 
first attempts to better understand the way chatbots in a not domain-specific context are perceived later in life. Likewise, 
judging from a business perspective, the results can help economic and social organizations to improve and adapt AI-based 
interaction for the aging customers.
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Many organizations are pursuing the implementation of chatbots to enable automation of service processes. However, previous 
research has highlighted the existence of practical setbacks in the implementation of chatbots in corporate environments. To 
gain practical insights on the issues related to the implementation processes from several perspectives and stages of 
deployment, we conducted semi-structured interviews with developers and experts of chatbot development. Using qualitative 
content analysis and based on a review of literature on human computer interaction (HCI), information systems (IS), and 
chatbots, we present an implementation framework that supports the successful deployment of chatbots and discuss the 
implementation of chatbots through a user-oriented lens. The proposed framework contains 101 guiding questions to support 
chatbot implementation in an eight-step process. The questions are structured according to the people, activity, context, and 
technology (PACT) framework. The adapted PACT framework is evaluated through expert interviews and a focus group 
discussion (FGD) and is further applied in a case study. The framework can be seen as a bridge between science and practice 
that serves as a notional structure for practitioners to introduce a chatbot in a structured and user-oriented manner. © 2022
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Many organizations are pursuing the implementation of chatbots to enable automation of service processes. However, previous 
research has highlighted the existence of practical setbacks in the implementation of chatbots in corporate environments. To 
gain practical insights on the issues related to the implementation processes from several perspectives and stages of 
deployment, we conducted semi-structured interviews with developers and experts of chatbot development. Using qualitative 
content analysis and based on a review of literature on human computer interaction (HCI), information systems (IS), and 
chatbots, we present an implementation framework that supports the successful deployment of chatbots and discuss the 
implementation of chatbots through a useroriented lens. The proposed framework contains 101 guiding questions to support 
chatbot implementation in an eight-step process. The questions are structured according to the people, activity, context, and 
technology (PACT) framework. The adapted PACT framework is evaluated through expert interviews and a focus group 
discussion (FGD) and is further applied in a case study. The framework can be seen as a bridge between science and practice 
that serves as a notional structure for practitioners to introduce a chatbot in a structured and useroriented manner.
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Introduction. Symptom-checkers are digital health applications (DHA) with diagnostic algorithms. These symptom-checkers 
claim to improve the diagnostic process and patient guidance. After asking the user to describe the symptoms using a chatbot 
interface, the symptom-checkers offer a list of potential diagnoses, and/or give recommendations for appropriate action (self-
care, doctor's visit, or emergency care). Because of the growing number and increasing use of these diagnostic DHA, there is a 
need to evaluate the evidence. Methods. We updated a British evidence synthesis on symptomcheckers from the National 
Institute for Health Research (NIHR, 2019). For the systematic update search, we selected four databases. The following 
endpoints were selected: effectiveness, safety, diagnostic accuracy, triage accuracy, organizational and patient-relevant 
endpoints. For accuracy studies included from the update search, we assessed the risk of bias (RoB) using the quality assessment 
tool of diagnostic accuracy studies (QUADAS-2). Results. The NIHR-report included 27 studies. We added 14 additional studies 
via update search. One randomized-controlled-trial (RCT) reported a prolonged illness duration when using symptomcheckers 
(statistically non-significant). No harms when using symptom-checkers were identified (six observational studies). The 
diagnostic accuracy ranged from 14-84.3 percent (ten observational studies), the triage accuracy ranged from 33-100 percent 
(eleven observational studies). For organizational endpoints, the results were inconsistent (one RCT, six observational studies). 
The patient perspective indicates a high usability for symptom-checkers, but the limited description of symptoms and the 
missing verbal interaction with health personnel were mentioned as hindering factors (nine survey-studies). The QUADAS-2 
assessment for RoB was low in one, and high in seven studies. Conclusions. The studies were often conducted using fictitious 
casevignettes, limiting the validity of the evidence. Therefore, the results for the diagnostic and triage accuracy are insufficient 
to demonstrate a benefit in real-world settings. Additionally, there is a concern for misdiagnosis and overdiagnosis.Were 
commend a continuous monitoring of these diagnostic DHA, using high-quality studies.
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Artificial intelligence is making history, literally. Machine learning tools are playing a key role in crafting images and stories 
about the past in popular culture. AI has probably also already invaded the history classroom. Large language models such as 
GPT-3 are able to generate compelling, non-plagiarized texts in response to simple natural language inputs, thus providing 
students with an opportunity to produce high-quality written assignments with minimum effort. In a similar vein, tools like GPT-
3 are likely to revolutionize historical studies, enabling historians and other professionals who deal in texts to rely on AI-
generated intermediate work products, such as accurate translations, summaries, and chronologies. But present-day large 
language models fail at key tasks that historians hold in high regard. They are structurally incapable of telling the truth and 
tracking pieces of information through layers of texts. What's more, they lack ethical self-reflexivity. Therefore, for the time 
being, the writing of academic history will require human agency. But for historical theorists, large language models might offer 
an opportunity to test basic hypotheses about the nature of historical writing. Historical theorists can, for instance, have 
customized large language models write a series of descriptive, narrative, and assertive histories about the same events, 
thereby enabling them to explore the precise relation between description, narration, and argumentation in historical writing. 
In short, with specifically designed large language models, historical theorists can run the kinds of large-scale writing 
experiments that they could never put into practice with real historians. © 2022 The Authors. History and Theory published by 
Wiley Periodicals LLC on behalf of Wesleyan University.
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The advent of recent Natural Language Processing technology has led human and machine interactions more toward 
conversation. In Conversational Search Systems (CSS) like chatbots and Virtual Personal Assistants such as Apple's Siri, Amazon 
Alexa, Microsoft's Cortana, and Google Assistant, both user and device have a limited platform to communicate through 
chatting or voice. In the information-seeking process, often users do not know how to properly describe their information need 
in a machine understandable language. Consequently, it is hard for the assistant agent to predict the user's intent and yield 
relevant results by only relying on the original query. Studies have shown many unsatisfactory results can be enhanced with the 
benefit of CSS, which can dig deeper into the user's query to reveal the real need. This survey intends to provide a 
comprehensive and comparative overview of ambiguous query clarification task in the context of conversational search 
technology. We investigate different approaches, their evaluation methods, and future work. We also address the importance of 
understanding a query for retrieving the most relevant document(s) and satisfying user's need by predicting their potential 
request. This work provides an overview of characteristics of ambiguous queries and contributes to better understanding of the 
existing technologies and challenges in CSS focus on disambiguation of unclear queries from various dimensions. © 2022 
Association for Computing Machinery.
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This study uses transformers architecture of Artificial neural networks to generate artificial business text for a given topic or 
theme. The implication of the study is to augment the business report writing, and general business writings process with help 
of generative pretrained transformers (generative pretrained transformer (GPT)) networks. Main focus of study is to provide 
practical use case for GPTs models with help of big data. Our study model has 355 million model parameters and trained for 
three months on GPU enable devices using 2.3 billion text tokens(is available as open-source data now). Text tokens are 
collected with help of rigorous preprocessing, which includes; shortlisting of Subreddits of Fortune 500 companies and 
industries, listed on US-based social news aggregation online portal called “Reddit”. After shortlisting, millions of submission of 
users during the five years, are parsed to collect the URLs out of it. 1.8 million working URLs are scrutinized. Business text is 
parsed, cleaned, and converted into word embeddings out of uniform resoruce locator (URLs). The result shows that both 
models; conditional interactive and random sampling, generate text paragraphs that are grammatically accurate and stick to 
the given topic. © 2022, The Author(s).
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Background and Purpose: Cognitive intervention (CI) has been known to improve cognition and to delay cognitive decline in 
patients with mild cognitive impairment. The purpose of this study was whether our newly developed, home-based CI with a 
chat bot for 12 weeks changed brain function and cognitive performance in patients with amnestic mild cognitive 
impairment(MCI). Methods: A single-blind randomized controlled trial was conducted in 72 patients with amnestic MCI. 
Participants were randomized into the two groups: the CI with chat bot (CI) (n=36) group and waitlist control group without CI 
(Control) (n=36) groups. A total of 13 chat-bot based CI programs were developed targeting for attention, memory, visuospatial, 
calculation, language and frontal executive functions. The CI comprised 30-min-session per day for 12 weeks. The primary 
outcome was the changes in brain function measured by resting state electroencephalogram (EEG), which was measured in eyes 
open and eyes closed conditions for 3 minutes each, with a 19-channel wireless EEG device. The secondary outcome was the 
changes of cognitive function measured using the Cambridge Neuropsychological Test Automated Battery. Results: There were 
no baseline demographic and clinical differences between the CI and the control groups. EEG analysis after 12-week showed 
increased beta wave on the frontal areas in the CI group, while decreased beta wave on the frontal areas in the control group. 
In addition, CI group also demonstrated improvement in attention domain compared to the control group. Conclusions: 
Considering that increased beta wave is associated with attention performance, our results suggest that the 12 week home-
based CI with chat bot could help improve brain function in patient with MCI.
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Background: The ChatGPT is an artificial intelligence chatbot that processes natural language text learned through 
reinforcement learning based on the GPT-3.5 architecture, a large-scale language model. Natural language processing models 
are being used in various fields and are gradually expanding their use in the medical field. Purpose: This study aimed to 
investigate the medical information or treatment options that ChatGPT can provide for SIS. Method: Using ChatGPT, which is 
provided as a free beta test, messages related to SIS were entered, and responses to medical information and treatment options 
were received and analyzed. Result: ChatGPT not only provided answers to the definition, prevalence, and risk factors of SIS, but 
also symptoms, diseases with similar symptoms, and orthopedic tests according to the messages input. Additionally, a list of 
treatment options and exercises were provided. Conclusion: ChatGPT will be able to provide overall useful medical information 
and treatment options to patients unfamiliar with SIS. However, caution is required as it contains content that may be biased or 
inappropriate information for patients with SIS. Nevertheless, if natural language processing technology develops further, it is 
expected to be able to express more detailed medical information and treatment options.
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Chatbots are software applications to simulate a conversation with a person. The effectiveness of chatbots in facilitating the 
recruitment of study participants in research, specifically among racial and ethnic minorities, is unknown. The objective of this 
study is to compare a chatbot versus telephone-based recruitment in enrolling research participants from a predominantly 
minority patient population at an urban institution. We randomly allocated adults to receive either chatbot or telephone-based 
outreach regarding a study about vaccine hesitancy. The primary outcome was the proportion of participants who provided 
consent to participate in the study. In 935 participants, the proportion who answered contact attempts was significantly lower 
in the chatbot versus telephone group (absolute difference -21.8%; 95% confidence interval [CI] -27.0%, -16.5%; P < 0.001). The 
consent rate was also significantly lower in the chatbot group (absolute difference -3.4%; 95% CI -5.7%, -1.1%; P = 0.004). 
However, among participants who answered a contact attempt, the difference in consent rates was not significant. In 
conclusion, the consent rate was lower with chatbot compared to telephone-based outreach. The difference in consent rates 
was due to a lower proportion of participants in the chatbot group who answered a contact attempt.
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The BioASQ question answering (QA) benchmark dataset contains questions in English, along with golden standard (reference) 
answers and related material. The dataset has been designed to reflect real information needs of biomedical experts and is 
therefore more realistic and challenging than most existing datasets. Furthermore, unlike most previous QA benchmarks that 
contain only exact answers, the BioASQ-QA dataset also includes ideal answers (in effect summaries), which are particularly 
useful for research on multi-document summarization. The dataset combines structured and unstructured data. The material 
linked with each question comprise documents and snippets, which are useful for Information Retrieval and Passage Retrieval 
experiments, as well as concepts that are useful in concept-to-text Natural Language Generation. Researchers working on 
paraphrasing and textual entailment can also measure the degree to which their methods improve the performance of 
biomedical QA systems. Last but not least, the dataset is continuously extended, as the BioASQ challenge is running and new 
data are generated.
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Chatbots with personality have been shown to affect engagement and user subjective satisfaction. Yet, the design of most 
chatbots focuses on functionality and accuracy rather than an interpersonal communication style. Existing studies on 
personality-imbued chatbots have mostly assessed the effect of chatbot personality on user preference and satisfaction. 
However, the influence of chatbot personality on behavioral qualities, such as users’ trust, engagement, and perceived 
authenticity of the chatbots, is largely unexplored. To bridge this gap, this study contributes: (1) A detailed design of a 
personality-imbued chatbot used in academic advising. (2) Empirical findings of an experiment with students who interacted 
with three different versions of the chatbot. Each version, vetted by psychology experts, represents one of the three dominant 
traits, agreeableness, conscientiousness, and extraversion. The experiment focused on the effect of chatbot personality on trust, 
authenticity, engagement, and intention to use the chatbot. Furthermore, we assessed whether gender plays a role in students’ 
perception of the personality-imbued chatbots. Our findings show a positive impact of chatbot personality on perceived chatbot 
authenticity and intended engagement, while student gender does not play a significant role in the students’ perception of 
chatbots. © 2022 by the authors.
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Piecing together the meaning of a narrative requires understanding not only the individual words but also the intricate 
relationships between them. How does the brain construct this kind of rich, contextual meaning from natural language? 
Recently, a new class of artificial neural networks-based on the Transformer architecture-has revolutionized the field of 
language modeling. Transformers integrate information across words via multiple layers of structured circuit computations, 
forming increasingly contextualized representations of linguistic content. In this paper, we deconstruct these circuit 
computations and analyze the associated "transformations" (alongside the more commonly studied "embeddings") at each 
layer to provide a fine-grained window onto linguistic computations in the human brain. Using functional MRI data acquired 
while participants listened to naturalistic spoken stories, we find that these transformations capture a hierarchy of linguistic 
computations across cortex, with transformations at later layers in the model mapping onto higher-level language areas in the 
brain. We then decompose these transformations into individual, functionally-specialized "attention heads" and demonstrate 
that the emergent syntactic computations performed by individual heads correlate with predictions of brain activity in specific 
cortical regions. These heads fall along gradients corresponding to different layers, contextual distances, and syntactic 
dependencies in a low-dimensional cortical space. Our findings provide a new basis for using the internal structure of large 
language models to better capture the cascade of cortical computations that support natural language comprehension.
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We evaluated the performance of a large language model called ChatGPT on the United States Medical Licensing Exam 
(USMLE), which consists of three exams: Step 1, Step 2CK, and Step 3. ChatGPT performed at or near the passing threshold for 
all three exams without any specialized training or reinforcement. Additionally, ChatGPT demonstrated a high level of 
concordance and insight in its explanations. These results suggest that large language models may have the potential to assist 
with medical education, and potentially, clinical decision-making.
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Introduction: In many countries, people face problems regarding access to care, 24/7 support and evidence-based support. 
Digital interventions and services, such as chatbots, can be one option to tackle these challenges. There is a lack knowledge 
regarding how mental health chatbots are developed and how to ensure that there is collaboration between mental health and 
digital technology experts and users. Objectives: This presentation describes the phases of the development for the ChatPal 
mental health and wellbeing chatbot. Methods: Development process was conducted in five and with four different languages. 
First, using an electronic survey for mental health professionals (n =190) we screened how familiar they are with chatbots and 
how they evaluated their potential. Second, university students and staff, mental health professionals and service users (n=78) 
participated in workshops to design the chatbot content. Finally, the content and scripts of chatbot were written in multi-
professional and multi-national collaboration. Results: ChatPal is based on the PERMAH model of positive psychology and on 
the idea that we all have mental health which needs boosting and support from time to time. ChatPal includes relevant mental 
health information, exercises, mood diaries and simple monitoring and self-care tools. Based on preliminary evaluations, the 
ChatPal chatbot offers an option to offer support in areas where other mental health services are lacking or are insufficient. 
Conclusions: ChatPal is already freely available in application stores and first scientific trials are have started. Preliminary results 
of 4-week and subsequent 12-week in-the-wild trials will be in place at the time of EPA 2022 conference.
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With the advent of conversational voice recognition systems such as Alexa, SIRI, OK Google, etc., natural language 
conversational scheme including Chatbot and voice recognition systems are in new high and determining the age of a speaker is 
critical for setting the pertinent context. Age can be inferred from the speech signal by inferring various factors such as physical 
attributes of voice, linguistic attributes, frequency, speech rate, etc., This paper discusses on extracting the spectral features of 
speech such as Cepstral Coefficients, Spectral Decrease, Centroid, Flatness, Spectral Entropy,Jitter and Shimmer as inputs which 
would also helps in classifying speaker age through deep learning techniques.A novel approach is addressed along with the 
model for implementation using Deep Neural Network and Convolutional Neural Network for classifying the features using 
three different classifiers.The results obtained from the proposed system would outline the performance in speaker age 
recognition. © 2021, The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature.
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Conversational recommender agents are artificially intelligent recommender systems that provide users with individually-
tailored recommendations by targeting individual needs and communicating in a flowing dialogue. These are widely available 
online, communicating with users while demonstrating human-like (anthropomorphic) social cues. Nevertheless, little is known 
about the effect of their anthropomorphic cues on users' resistance to the system and recommendations. Accordingly, this study 
examined the extent to which conversational recommender agents' anthropomorphic cues and the type of recommendations 
provided (user-initiated and system-initiated) influenced users' perceptions of control, trustworthiness, and the risk of using the 
platform. The study assessed how these perceptions, in turn, influence users' adherence to the recommendations. An online 
experiment was conducted among users with conversational recommender agents and web recommender platforms that 
provided user-initiated or system-initiated restaurant recommendations. The results entail that user-initiated 
recommendations, compared to system-initiated, are less likely to affect users' resistance to the system and are more likely to 
affect their adherence to the recommendations provided. Furthermore, the study's findings suggest that these effects are 
amplified for conversational recommender agents, demonstrating anthropomorphic cues, in contrast to traditional systems as 
web recommender platforms. © 2022 ACM.
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Responsive teaching promotes students' mathematical reasoning and positive attitudes toward mathematics. Due to the 
complexity of the work of teaching, preservice teachers (PSTs) have been provided with approximated opportunities to practice 
responsive teaching skills in teacher education programs. Although increasing demand for adaptive learning reinforces the need 
for research on artificial intelligence (AI) in education, there have been few approaches that engaged learners in meaningful 
interactions. Our goal was to develop an AI-based chatbot that engaged PSTs in an authentic, meaningful, and open-ended 
teaching situation to enhance PSTs' responsive teaching skills, specifically questioning skills through approximations of practice. 
The chatbot was designed to act as a virtual student who displayed misconceptions on the topic of fractions. By employing 
design-based research, we examined 1) design features and structure of the chatbot, 2) coverage of users' input, 3) PSTs' 
questioning patterns, and 4) users' experiences. Two iterations of design, implementation and evaluation took place in an 
elementary mathematics education methods course. To build the chatbot we qualitatively analyzed the training data, 
categorized them into the smallest meaningful intents of users, and prepared corresponding responses to each intent. At the 
final iteration, the refined chatbot adequately covered PSTs’ questions and provided realistic responses. We found a pattern of 
PSTs asking similar questions repeatedly in the conversation data. Through multiple iterations, certain design features could 
lead to improved questioning patterns and user perceptions, including sequential responses, informing responses, and 
personification. Implications, design features, and limitations are discussed. © 2022 Elsevier Ltd
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Responsive teaching promotes students' mathematical reasoning and positive attitudes toward mathematics. Due to the 
complexity of the work of teaching, preservice teachers (PSTs) have been provided with approximated opportunities to practice 
responsive teaching skills in teacher edu-cation programs. Although increasing demand for adaptive learning reinforces the 
need for research on artificial intelligence (AI) in education, there have been few approaches that engaged learners in 
meaningful interactions. Our goal was to develop an AI-based chatbot that engaged PSTs in an authentic, meaningful, and open-
ended teaching situation to enhance PSTs' responsive teaching skills, specifically questioning skills through approximations of 
practice. The chatbot was designed to act as a virtual student who displayed misconceptions on the topic of fractions. By 
employing design-based research, we examined 1) design features and structure of the chatbot, 2) coverage of users' input, 3) 
PSTs' questioning patterns, and 4) users' experiences. Two iter-ations of design, implementation and evaluation took place in an 
elementary mathematics edu-cation methods course. To build the chatbot we qualitatively analyzed the training data, 
categorized them into the smallest meaningful intents of users, and prepared corresponding re-sponses to each intent. At the 
final iteration, the refined chatbot adequately covered PSTs' questions and provided realistic responses. We found a pattern of 
PSTs asking similar questions repeatedly in the conversation data. Through multiple iterations, certain design features could 
lead to improved questioning patterns and user perceptions, including sequential responses, informing responses, and 
personification. Implications, design features, and limitations are discussed.
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Generative patent language models can assist humans to write patent text more effectively. The question is how to measure 
effectiveness from a human-centric perspective and how to improve effectiveness. In this manuscript, a simplified design of the 
autocomplete function is proposed to increase effectiveness by more than 10%. With the simplified design, the effectiveness of 
autocomplete can reach more than 60%, which means that more than 60% of keystrokes can be saved by autocomplete. Since 
writing patent text does not necessarily start from the beginning to the end, a question is whether the generative model can 
assist a user no matter where to start writing. To answer the question, the generative models in this manuscript are pre-trained 
with training data in both directions. The generative models become bidirectional. Since text generation is bidirectional, the 
calculation of autocomplete effectiveness can be bidirectional and starts from anywhere in the text. After thorough 
experiments, a key finding is that the autocomplete effectiveness of a model for the same text remains similar no matter where 
the calculation starts. The finding indicates that such bidirectional models can assist a user at a similar level, no matter where 
the user starts to write. © 2022 The authors and IOS Press.
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Background: Conversational agents (CAs) have been developed in outpatient departments to improve physician-patient 
communication efficiency. As end users, patients’ continuance intention is essential for the sustainable development of CAs. 
Objective: The aim of this study was to facilitate the successful usage of CAs by identifying key factors influencing patients’ 
continuance intention and proposing corresponding managerial implications. Methods: This study proposed an extended 
expectation-confirmation model and empirically tested the model via a cross-sectional field survey. The questionnaire included 
demographic characteristics, multiple-item scales, and an optional open-ended question on patients’ specific expectations for 
CAs. Partial least squares structural equation modeling was applied to assess the model and hypotheses. The qualitative data 
were analyzed via thematic analysis. Results: A total of 172 completed questionaries were received, with a 100% (172/172) 
response rate. The proposed model explained 75.5% of the variance in continuance intention. Both satisfaction (β=.68; P<.001) 
and perceived usefulness (β=.221; P=.004) were significant predictors of continuance intention. Patients' extent of confirmation 
significantly and positively affected both perceived usefulness (β=.817; P<.001) and satisfaction (β=.61; P<.001). Contrary to 
expectations, perceived ease of use had no significant impact on perceived usefulness (β=.048; P=.37), satisfaction (β=−.004; 
P=.63), and continuance intention (β=.026; P=.91). The following three themes were extracted from the 74 answers to the open-
ended question: personalized interaction, effective utilization, and clear illustrations. Conclusions: This study identified key 
factors influencing patients’ continuance intention toward CAs. Satisfaction and perceived usefulness were significant predictors 
of continuance intention (P<.001 and P<.004, respectively) and were significantly affected by patients’ extent of confirmation 
(P<.001 and P<.001, respectively). Developing a better understanding of patients’ continuance intention can help administrators 
figure out how to facilitate the effective implementation of CAs. Efforts should be made toward improving the aspects that 
patients reasonably expect CAs to have, which include personalized interactions, effective utilization, and clear illustrations.
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Introduction: This study aimed to characterise neonatal paediatric emergency department (PED) visits, analyse the main 
paediatric illnesses and establish associations of these demographics with the readmission rates and severity of their 
presentation. Methods: A retrospective analysis of neonates (aged <28 days) presenting to the PEDs of our hospital over seven 
months was performed. Associations between the clinical and demographic data of admissions to the PED and inpatient 
admissions were analysed. Results: In total, 1,200 neonates presented during the study period, 79.4% of whom presented at 
less than 15 days since birth. Length of stay in the PED was less than four hours for 94.0% of the neonates. Predominant triage 
categories comprised non-P1 cases (97.5%). The main diagnoses at the PED were neonatal jaundice (NNJ; 66.8%) and neonatal 
pyrexia (NNP; 14.6%), which corresponded to the main diagnoses upon discharge from the hospital: NNJ (68.4%) and NNP 
(19.6%). 48.2% of neonates were referred from polyclinics or other clinics. 57.7% of the neonates were admitted. Interestingly, 
87.0% of the well babies who presented to the emergency department were brought in owing to parental concerns by the 
parents themselves, without prior consultation with the doctor. Conclusion: Outpatient management of NNJ can be considered. 
Caregivers should be provided better education regarding normal physiological characteristics of newborns through 
standardised educational materials. Other potential avenues for parents to seek medical advice, for example hotlines and 
ChatBots such as the recently piloted 'Urgent Paediatric Advice Line' online service, should be considered.
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Although psychotherapy is a well-established treatment for depression and anxiety, chatbot-delivered psychotherapy is an 
emerging field that has yet to be explored in depth. This review aims to (a) examine the effectiveness of chatbot-delivered 
psychotherapy in improving depressive symptoms among adults with depression or anxiety, and (b) evaluate the preferred 
features for the design of chatbot-delivered psychotherapy. Eight electronic databases were searched for relevant randomized 
controlled trials. Meta-analysis and random effects meta-regression was conducted using Comprehensive Meta-Analysis 3.0 
software. Overall effect was measured using Hedges's g and determined using z statistics at significance level p <.05. 
Assessment of heterogeneity was done using χ2 and I2 tests. A meta-analysis of 11 trials revealed that chatbot-delivered 
psychotherapy significantly improved depressive symptoms (g = 0.54, 95% confidence interval [−0.66, −0.42], p <.001). Although 
no significant subgroup differences were detected, results revealed larger effect sizes for samples of clinically diagnosed anxiety 
or depression, chatbots with an embodiment, a combination of types of input and output formats, less than 10 sessions, 
problem-solving therapy, off-line platforms, and in different regions of the United States than their counterparts. Meta-
regression did not identify significant covariates that had an impact on depressive symptoms. Chatbot-delivered psychotherapy 
can be adopted in health care institutions as an alternative treatment for depression and anxiety. More high-quality trials are 
warranted to confirm the effectiveness of chatbot-delivered psychotherapy on depressive symptoms. PROSPERO registration 
number: CRD42020153332.
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Artificial intelligence has the potential to open insight into the structure of proteins at the scale of evolution. It has only recently 
been possible to extend protein structure prediction to two hundred million cataloged proteins. Characterizing the structures of 
the exponentially growing billions of protein sequences revealed by large scale gene sequencing experiments would necessitate 
a breakthrough in the speed of folding. Here we show that direct inference of structure from primary sequence using a large 
language model enables an order of magnitude speed-up in high resolution structure prediction. Leveraging the insight that 
language models learn evolutionary patterns across millions of sequences, we train models up to 15B parameters, the largest 
language model of proteins to date. As the language models are scaled they learn information that enables prediction of the 
three-dimensional structure of a protein at the resolution of individual atoms. This results in prediction that is up to 60x faster 
than state-ofthe-art while maintaining resolution and accuracy. Building on this, we present the ESM Metagenomic Atlas. This is 
the first large-scale structural characterization of metagenomic proteins, with more than 617 million structures. The atlas 
reveals more than 225 million high confidence predictions, including millions whose structures are novel in comparison with 
experimentally determined structures, giving an unprecedented view into the vast breadth and diversity of the structures of 
some of the least understood proteins on earth.
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The task of stylized image caption aims to generate a natural language description that is semantically related to a given image 
and consistent with a given linguistic style. Both requirements make this task significantly more difficult than the traditional 
image caption task. However, with the availability of the large-scale image-text corpora and advances in deep learning 
techniques of computer vision and natural language processing, stylized image caption research has made significant advances 
in recent years. Widely adopted neural networks have demonstrated their powerful abilities to handle the complexities and 
challenges of the stylized image caption task. A typical stylized image caption model is usually an encoder-decoder architecture. 
The model inputs go through many layers of non-linear transformations, e.g. ReLU layer in the Convolutional Neural Networks 
(CNNs), to yield latent representations. This makes the latent representations and parameters of model lack interpretability and 
controllability, which can restrict the understanding of this task and its further improvement. In this paper, we focus on the 
problem of understanding and controlling the latent representations of linguistic style and factual content in stylized image 
caption models by learning disentangled representations. Existing disentanglement methods mainly work on single modal data, 
such as computer vision or natural language processing. However, in stylized image caption, there are two types of media, 
images and texts, involved to learn a representation that is faithful to the underlying data structure. How to disentangle the 
latent space of cross-media data still needs to be explored. Inspired by the successful applications of disentangled 
representation learning on Computer Vision and Natural Language Processing, we propose a novel approach, Disentangled 
Stylized Image Caption (DSIC), to learn the disentangled representations on unparallel cross-media data. With the help of the 
VAE framework, two latent space filter modules, style filter and fact filter, are designed to enhance the disentangling 
performance. These filters slice the latent representation to different segments. Each filter is going to retain the style-specific or 
fact-specific information in the image, by minimizing the proposed auxiliary classifier loss, and screen out other irrelevant 
information by another auxiliary discriminator loss. Concretely, we use two modules, D-Images and D-Captions, to disentangle 
the stylistic and factual latent information in the images and captions respectively. To fully utilize obtained cross-media 
disentangled latent information from both images and captions, we adopt an aggregation method using capsule network with 
routing-by-agreement. This makes it possible for the LSTM based caption generator to generate stylized captions with target 
linguistic styles by directly controlling the learnt latent vectors. To validate the effectiveness of our approach, we conduct two 
groups of experiments: the disentanglement performance test and the stylized image caption test, on two popular public image 
caption datasets, SentiCap and FlickrStyle10K. Experimental results for disentanglement performance show that our model can 
successfully disentangle the stylistic and factual information and reveal that style information existing in both human beings' 
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Recent developments in AI programming allow for new applications: individualized chatbots which mimic the speaking and 
writing behaviour of one specific living or dead person. ‘Deathbots’, chatbots of the dead, have already been implemented and 
are currently under development by the first start-up companies. Thus, it is an urgent issue to consider the ethical implications 
of deathbots. While previous ethical theories of deathbots have always been based on considerations of the dignity of the 
deceased, I propose to shift the focus on the dignity and autonomy of the bereaved users of deathbots. Drawing on theories of 
internet-scaffolded affectivity and on theories of grief, I argue that deathbots may have a negative impact on the grief process 
of bereaved users and therefore have the potential to limit the emotional and psychological wellbeing of their users. Deathbot 
users are likely to become dependent on their bots which may make them susceptible to surreptitious advertising by deathbot 
providing companies and may limit their autonomy. At the same time, deathbots may prove to be helpful for people who suffer 
from prolonged, severe grief processes. I caution against the unrestricted usage of deathbots and suggest that they should be 
classified as medical devices. This classification would not the least mean that their non-harm, as well as their helpfulness for 
people suffering from prolonged grief needs to be proven and that their potential for autonomy infringements is reduced. © 
2022, The Author(s).
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Background: The number of young people in New Zealand (Aotearoa) who experience mental health challenges is increasing. As 
those in Aotearoa went into the initial COVID-19 lockdown, an ongoing digital mental health project was adapted and 
underwent rapid content authoring to create the Aroha chatbot. This dynamic digital support was designed with and for young 
people to help manage pandemic-related worry. Objective: Aroha was developed to provide practical evidence-based tools for 
anxiety management using cognitive behavioral therapy and positive psychology. The chatbot included practical ideas to 
maintain social and cultural connection, and to stay active and well. Methods: Stay-at-home orders under Aotearoa’s lockdown 
commenced on March 20, 2020. By leveraging previously developed chatbot technology and broader existing online trial 
infrastructure, the Aroha chatbot was launched promptly on April 7, 2020. Dissemination of the chatbot for an open trial was 
via a URL, and feedback on the experience of the lockdown and the experience of Aroha was gathered via online questionnaires 
and a focus group, and from community members. Results: In the 2 weeks following the launch of the chatbot, there were 393 
registrations, and 238 users logged into the chatbot, of whom 127 were in the target age range (13-24 years). Feedback guided 
iterative and responsive content authoring to suit the dynamic situation and motivated engineering to dynamically detect and 
react to a range of conversational intents. Conclusions: The experience of the implementation of the Aroha chatbot highlights 
the feasibility of providing timely event-specific digital mental health support and the technology requirements for a flexible 
and enabling chatbot architectural framework.
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Since the introduction of the first transformer model with a unique self-attention mechanism, natural language processing 
(NLP) models have attained state-of-the-art (SOTA) performance on various tasks. As DNA is the blueprint of life, it can be 
viewed as an unusual language, with its characteristic lexicon and grammar. Therefore, NLP models may provide insights into 
the meaning of the sequential structure of DNA. In the current study, we employed and compared the performance of popular 
SOTA NLP models (i.e., XLNET, BERT, and a variant DNABERT trained on the human genome) to predict and analyze the 
promoters in freshwater cyanobacterium Synechocystis sp. PCC 6803 and the fastest growing cyanobacterium Synechococcus 
elongatus sp. UTEX 2973. These freshwater cyanobacteria are promising hosts for phototrophically producing value-added 
compounds from CO2. Through a custom pipeline, promoters and non-promoters from Synechococcus elongatus sp. UTEX 2973 
were used to train the model. The trained model achieved an AUROC score of 0.97 and F1 score of 0.92. During cross-validation 
with promoters from Synechocystis sp. PCC 6803, the model achieved an AUROC score of 0.96 and F1 score of 0.91. To increase 
accessibility, we developed an integrated platform (TSSNote-CyaPromBERT) to facilitate large dataset extraction, model 
training, and promoter prediction from public dRNA-seq datasets. Furthermore, various visualization tools have been 
incorporated to address the “black box” issue of deep learning and feature analysis. The learning transfer ability of large 
language models may help identify and analyze promoter regions for newly isolated strains with similar lineages.
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This commentary introduces a section of the journal titled ‘Notes on Structuralism’. It centres around two interviews. The first, 
from 1987, is with the structural anthropologist Mary Douglas (who speaks on various aspects of her work, including on Purity 
and Danger). The second is an interview with Roland Barthes, who, speaking in 1965, was at the height of his structuralist 
phase. The interview focuses upon the structural analysis of narrative and prefigures the well-known volume of 
Communications on the subject. The interviews are supplemented with introductions and: a commentary on Barthes’ interview 
by Jonathan Culler, who contextualizes the development of Barthes’ thinking around narrative (as it leads to the publication of 
S/Z), The article concludes with reflections on structuralism with regards to contemporary practices of big data, AI and large 
language models. © The Author(s) 2022.
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The purpose of the present study is to give an overview of the sustainable development (SD) initiatives observed among the 
selected libraries around the world. The present study employed a web-based content analysis method among the selected 
academic and public libraries to investigate the adherence of features of the green library. Based on the survey of library 
websites and reviewing related literature, the study identified the parameters contributing to the sustainable development 
intent of the library. With examples, this study also showcases the current practices followed by the libraries to implement 
green library strategy. Moreover, the challenges faced by the libraries in their effort to go green was also identified and 
discussed. The overview of SD initiatives among different libraries as displayed in the study will improve the understanding of 
the adoption of green indicators by the librarians and information science professionals.
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Background: Although a great number of teleconsultation services have been developed during the COVID-19 pandemic, studies 
assessing usability and health care provider satisfaction are still incipient. Objective: This study aimed to describe the 
development, implementation, and expansion of a synchronous teleconsultation service targeting patients with symptoms of 
COVID-19 in Brazil, as well as to assess its usability and health care professionals’ satisfaction. Methods: This mixed methods 
study was developed in 5 phases: (1) the identification of components, technical and functional requirements, and system 
architecture; (2) system and user interface development and validation; (3) pilot-testing in the city of Divinópolis; (4) expansion 
in the cities of Divinópolis, Teófilo Otoni, and Belo Horizonte for Universidade Federal de Minas Gerais faculty and students; and 
(5) usability and satisfaction assessment, using Likert-scale and open-ended questions. Results: During pilot development, 
problems contacting users were solved by introducing standardized SMS text messages, which were sent to users to obtain their 
feedback and keep track of them. Until April 2022, the expanded system served 31,966 patients in 146,158 teleconsultations. 
Teleconsultations were initiated through chatbot in 27.7% (40,486/146,158) of cases. Teleconsultation efficiency per city was 
93.7% (13,317/14,212) in Teófilo Otoni, 92.4% (11,747/12,713) in Divinópolis, and 98.8% (4981/5041) in Belo Horizonte 
(university campus), thus avoiding in-person assistance for a great majority of patients. In total, 50 (83%) out of 60 health care 
professionals assessed the system’s usability as satisfactory, despite a few system instability problems. Conclusions: The system 
provided updated information about COVID-19 and enabled remote care for thousands of patients, which evidenced the critical 
role of telemedicine in expanding emergency services capacity during the pandemic. The dynamic nature of the current 
pandemic required fast planning, implementation, development, and updates in the system. Usability and satisfaction 
assessment was key to identifying areas for improvement. The experience reported here is expected to inform telemedicine 
strategies to be implemented in a postpandemic scenario. © 2022 JMIR Publications Inc.. All right reserved.
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Background: Although a great number of teleconsultation services have been developed during the COVID-19 pandemic, studies 
assessing usability and health care provider satisfaction are still incipient.Objective: This study aimed to describe the 
development, implementation, and expansion of a synchronous teleconsultation service targeting patients with symptoms of 
COVID-19 in Brazil, as well as to assess its usability and health care professionals' satisfaction.Methods: This mixed methods 
study was developed in 5 phases: (1) the identification of components, technical and functional requirements, and system 
architecture; (2) system and user interface development and validation; (3) pilot-testing in the city of Divinopolis; (4) expansion 
in the cities of Divinopolis, Teofilo Otoni, and Belo Horizonte for Universidade Federal de Minas Gerais faculty and students; and 
(5) usability and satisfaction assessment, using Likert-scale and open-ended questions.Results: During pilot development, 
problems contacting users were solved by introducing standardized SMS text messages, which were sent to users to obtain their 
feedback and keep track of them. Until April 2022, the expanded system served 31,966 patients in 146,158 teleconsultations. 
Teleconsultations were initiated through chatbot in 27.7% (40,486/146,158) of cases. Teleconsultation efficiency per city was 
93.7% (13,317/14,212) in Teofilo Otoni, 92.4% (11,747/12,713) in Divinopolis, and 98.8% (4981/5041) in Belo Horizonte 
(university campus), thus avoiding in-person assistance for a great majority of patients. In total, 50 (83%) out of 60 health care 
professionals assessed the system's usability as satisfactory, despite a few system instability problems.Conclusions: The system 
provided updated information about COVID-19 and enabled remote care for thousands of patients, which evidenced the critical 
role of telemedicine in expanding emergency services capacity during the pandemic. The dynamic nature of the current 
pandemic required fast planning, implementation, development, and updates in the system. Usability and satisfaction 
assessment was key to identifying areas for improvement. The experience reported here is expected to inform telemedicine 
strategies to be implemented in a postpandemic scenario.(JMIR Med Inform 2022;10(12):e37591) doi: 10.2196/37591

10.2196/37591

L. 
Martinengo, 
Lum, E., Car, 
J.

Evaluation of 
chatbot-
delivered 
interventions for 
self-
management of 
depression: 
Content analysis

J Affect Disord 2022 319 598-607 Humans, *Self-Management, 
Depression/therapy, Anxiety 
Disorders/therapy, Mental 
Health, Anxiety/therapy, 
Chatbot, Content analysis, 
Conversational agent, 
Depression, Digital health, 
Mood disorders, mHealth

BACKGROUND: Conversational agents (CAs) or chatbots are increasingly used for depression, anxiety, and wellbeing 
management. CAs are considered acceptable and helpful. However, little is known about the adequacy of CA responses. This 
study assessed the structure, content, and user-customization of mental health CA dialogues with users with depression or at 
risk of suicide. METHODS: We used content analysis to examine the dialogues of CAs previously included in three assessments of 
mental health apps (depression education, self-guided cognitive behavioural therapy, and suicide prevention) performed 
between 2019 and 2020. Two standardized user personas with depression were developed to interact with the CA. All 
conversations were saved as screenshots, transcribed verbatim, and coded inductively. RESULTS: Nine CAs were included. Seven 
CAs (78%) had Android and iOS versions; five CAs (56%) had at least 500,000 downloads. The analysis generated eight 
categories: self-introduction, personalization, appropriateness of CA responses, conveying empathy, guiding users through mood-
boosting activities, mood monitoring, suicide risk management, and others. CAs could engage in empathic, non-judgemental 
conversations with users, offer support, and guide psychotherapeutic exercises. LIMITATIONS: CA evaluations were performed 
using standardized personas, not real-world users. CAs were included for evaluation only if retrieved in the search strategies 
associated with the previous assessment studies. CONCLUSION: Assessed CAs offered anonymous, empathic, non-judgemental 
interactions that align with evidence for face-to-face psychotherapy. CAs from app stores are not suited to provide 
comprehensive suicide risk management. Further research should evaluate the effectiveness of CA-led interventions in mental 
health care and in enhancing suicide risk management strategies.
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This paper assesses claims of computational empathy in relation to existing social open-ended chatbots and intention that these 
chatbots will feature in emergent mixed reality contexts, recently given prominence due to interest in the Metaverse. Against 
the background of increasing loneliness within society and use of chatbots as a potential remedy for this, the paper considers 
two leading current social chatbots, Replika and Microsoft's Xiaoice, their technical underpinnings, empathetic claims and 
properties that have scope to scale into the Metaverse (if it coheres). Finding scope for human benefit from social chatbots, the 
paper highlights problematic reliance on self-disclosure to sustain the existence of chatbots. The paper progresses to situate 
Microsoft's empathetic computing framework in relation to philosophical ideas that inform Metaverse speculation and 
construction, including Wheeler's 'It from Bit' thesis that all aspects of existence may be computed, Chalmers' philosophical 
championing that virtual realities are genuine realities, Bostrom's proposal and provocation that we might already be living in a 
simulation, and longtermist belief that future complex simulations need to be protected from decisions made today. Given 
claims for current and nascent social chatbots, belief in bit-based possible and projected futures, and industrial buy-in to these 
philosophies, this paper answers whether computational empathy is real or not. The paper finds when diverse accounts of 
empathy are accounted for, whilst something is irrevocably lost in an 'It from Bit' account of empathy, the missing components 
are not accuracy or even human commonality of experience, but the moral dimension of empathy.
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Motivation: Being able to artificially design novel proteins of desired function is pivotal in many biological and biomedical 
applications. Generative statistical modeling has recently emerged as a new paradigm for designing amino acid sequences, 
including in particular models and embedding methods borrowed from Natural Language Processing (NLP). However, most 
approaches target single proteins or protein domains, and do not take into account any functional specificity or interaction with 
the context. To extend beyond current computational strategies, we develop a method for generating protein domain 
sequences intended to interact with another protein domain. Using data from natural multi-domain proteins, we cast the 
problem as a translation problem from a given interactor domain to the new domain to be generated, i.e. we generate artificial 
partner sequences conditional on an input sequence. Results: Evaluating our model’s quality using diverse metrics, in part 
related to distinct biological questions, we show that our method outperforms state-of-the-art shallow auto-regressive 
strategies. We also explore the possibility of fine-tuning pre-trained large language models for the same task and of using 
Alphafold 2 for assessing the quality of sampled sequences.
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The COVID-19 Pandemic has resulted in a forced transition to telemedicine, where history-taking and clinical assessments are 
performed remotely during video or telephonic consultations. While telemedicine has added to safety and social distancing 
during the pandemic, the manual and resource-intense process of telephonic and video consultations has not helped to ease the 
patient backlog, rather has added to this snowballing issue. This paper describes about YouDiagnose pre-consultation exercise 
that automates patient triage and clinical assessment using artificial intelligence technologies delivered through either a Smart 
Questionnaire or Chatbot. A usability evaluation was conducted with participants from the Patient and Public Involvement and 
Engagement Senate (PIES) of the Innovation Agency (an Academic Health Science Network) Qualitative feedback was obtained 
from the participants on both modalities and quantitative feedback in the form of the System Usability Scale (SUS), comparing 
the usability of both interaction modalities. The SUS scores were analysed using the Adjective Rating Scale that revealed the 
Smart Questionnaire had ‘Good Usability’ compared to ‘OK Usability’ of the Chatbot. The results shows the user experience and 
untapped potential of process automation and artificial intelligence in clinical services.
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Sentiment analysis is a common and challenging task in natural language processing (NLP). It is a widely studied area of 
research; it facilitates capturing public opinions about a topic, product, or service. There is much research that tackles English 
sentiment analysis. However, the research in the Arabic language is behind other high-resource languages. Recently, models 
such as bidirectional encoder representations from transformers (BERT) and generative pre-trained transformer (GPT) have 
been widely used in many NLP tasks; it significantly improved performance in NLP tasks, especially sentiment analysis. However, 
Arabic was not a priority in their development. Several models focusing on Arabic have recently begun to pave the way for the 
latest technologies, such as ARBERT, MARBERT, and others. We used multiple datasets for training and testing-ASAD-A Twitter-
based Benchmark Arabic Sentiment Analysis Dataset, ArSarcasm-v2, and SemEval-2017. We propose an ensemble learning 
approach that combines the multilingual model(XLM-T) and the monolingual model(MARBERT) to overcome the intricacies of 
the Arabic language that are difficult to address with a single model. It also addresses the problem of imbalanced data using a 
combination of focal loss and label smoothing. The experiments showed that our ensemble learning approach outperforms the 
state-of-the-art models on all the used datasets.
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Objective: Digital transformation in higher education has presented medical students with new challenges, which has increased 
the difficulty of organising their own studies. The main objective of this study is to evaluate the effectiveness of a chatbot in 
assessing the stress levels of medical students in everyday conversations and to identify the main condition for accepting a 
chatbot as a conversational partner based on validated stress instruments, such as the Perceived Stress Questionnaire (PSQ20). 
Methods: In this mixed-methods research design, medical-student stress level was assessed using a quantitative (digital- and 
paper-based versions of PSQ20) and qualitative (chatbot conversation) study design. PSQ20 items were also shortened to 
investigate whether medical students’ stress levels can be measured in everyday conversations. Therefore, items were 
integrated into the chat between medical students and a chatbot named Melinda. Results: PSQ20 revealed increased stress 
levels in 43.4% of medical students who participated (N = 136). The integrated PSQ20 items in the conversations with Melinda 
obtained similar subjective stress degree results in the statistical analysis of both PSQ20 versions. Qualitative analysis revealed 
that certain functional and technical requirements have a significant impact on the expected use and success of the chatbot. 
Conclusion: The results suggest that chatbots are promising as personal digital assistants for medical students; they can detect 
students’ stress factors during the conversation. Increasing the chatbot's technical and social capabilities could have a positive 
impact on user acceptance. © The Author(s) 2022.
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The use of natural language interfaces in the field of human-computer interaction (HCI) is undergoing intense study through 
dedicated scientific and industrial research. The latest contributions in the field, including deep learning approaches like 
recurrent neural networks (RNNs), the potential of context-aware strategies and user-centred design approaches, have brought 
back the attention of the community to software-based dialogue systems, generally known as conversational agents or 
chatbots. Nonetheless, and given the novelty of the field, a generic, context-independent overview of the current state of 
research on conversational agents covering all research perspectives involved is missing. Motivated by this context, this article 
reports a survey of the current state of research of conversational agents through a systematic literature review of secondary 
studies. The conducted research is designed to develop an exhaustive perspective through a clear presentation of the 
aggregated knowledge published by recent literature within a variety of domains, research focuses and contexts. As a result, 
this research proposes a holistic taxonomy of the different dimensions involved in the conversational agents' field, which is 
expected to help researchers and to lay the groundwork for future research in the field of natural language interfaces. © 2022 
Copyright held by the owner/author(s). Publication rights licensed to ACM.
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Chatbots are becoming important today because of their various technical functions. They are commonly known for providing 
legal guidance on processes and general information. However, chatbots can also help solve issues of social disconnectedness. 
This article takes a wide view of the various types of chatbot that deal with socio-legal issues, with a focus on the use of 
chatbots by organisations that provide certain forms of legal services, such as community legal services. It highlights the 
chatbot’s ability to create a social impact, while ensuring adherence to rules of legal ethics and principles of ethics in Artificial 
Intelligence. © The Author(s) 2022.
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Introduction: Digital mental health interventions, such as chatbots that promotemental health andwellbeing are a 
promisingway to deliver low-threshold support 24/7 for those in need. According to current knowledge about the topic, health 
care professionals should participate in the design and development processes for digital interventions. Objectives: The aim of 
this presentation is to describe the interdisciplinary content development process of the ChatPal chatbot. Methods: The content 
development process started in co-operation with mental health professionals and potential users to identify requirements. 
Content was created, evaluated and tested in international, multi-disciplinary group workshops, and online tools were used to 
allow the collaboration. Initial conversational scripts were drafted in English, and translated into Finnish, Swedish and Scottish 
Gaelic. Results: A multilingual chatbot was developed and the conversation scripts were structured and stored using a 
spreadsheet. The conversation scripts will be made freely available online in due course using this structured approach to 
formatting chatbot dialogue content. It will allow repurposing the content as well as facilitating studies that wish to assess the 
design of conversation scripts for mental health chatbots. Conversation design process also highlighted some challenges in 
turning empathetic and supportive conversations to short utterances suitable for a chatbot. Conclusions: The ChatPal chatbot is 
now available in four languages. As literature about the topic is still scarce, it is important to describe and document the 
content development processes of mental health chatbots. Future work will develop a conversational UX toolkit that would 
allow health professionals to design chatbot scripts using design guidelines.
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Introduction: Effective communication skills are integral to providing adequate patient care and are fundamental to its 
effectiveness. This is particularly important for radiotherapy students while interacting with patients. Students tend to feel 
disempowered and inadequate to communicate effectively due to repeated miscommunication between students and patients. 
For students seeking to develop their abilities, confidence, knowledge, and critical thinking, blended learning-based 
communication skills training may have been an alternative approach. In this study, a chatbot-based prototype model (SCIMORT 
module) was designed to effectively improve the communication skills of undergraduates in Diagnostic Imaging and 
Radiotherapy at Universiti Kebangsaan Malaysia. Methods: SCIMORT was developed in compliance with the Clinical Practice for 
Radiotherapy course's academic syllabus and learning objectives. SCIMORT was constructed using Blender with final exportation 
to Bot Libre. The research study is divided into two phases. The first phase focuses on developing the SCIMORT module, while 
the second phase includes properly evaluating the prototype created in the first phase via a survey questionnaire. Results: The 
virtual patient created in the first phase was displayed a visual cue (e.g. blinking, eye movement) and auditory cues (e.g. verbal 
response, intonation of voice). In the second phase, the expert validation of the questionnaire resulted in a high Content Validity 
Ratio of more than 0.83 percent and a Cronbach Alpha Coefficient of more than 70%. Both the control group's (users' 
acceptance = 3.919 ± 1.245; users' engagement = 3.526 ± 1.270) and Trial group's (users' acceptance = 3953 ± 1.114; users' 
engagement = 3.568 ± 1.142) users' acceptance and engagement with SCIMORT were neutral. Conclusion: The SCIMORT has 
proven to be an effective and acceptable tool for pre-clinical learning, but with limited levels of engagement. The SCIMORT 
module should be continually improved by adding elements that make it more interactive and adaptable to student needs.
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BACKGROUND: HIV testing rates in sub-Saharan Africa remain below the targeted threshold, and primary care facilities struggle 
to provide adequate services. Innovative approaches that leverage digital technologies could improve HIV testing and access to 
treatment. OBJECTIVE: This study aimed to examine the feasibility and acceptability of Nolwazi_bot. It is an isiZulu-speaking 
conversational agent designed to support HIV self-testing (HIVST) in KwaZulu-Natal, South Africa. METHODS: Nolwazi_bot was 
designed with 4 different personalities that users could choose when selecting a counselor for their HIVST session. We recruited 
a convenience sample of 120 consenting adults and invited them to undertake an HIV self-test facilitated by the Nolwazi_bot. 
After testing, participants completed an interviewer-led posttest structured survey to assess their experience with the chatbot-
supported HIVST. RESULTS: Participants (N=120) ranged in age from 18 to 47 years, with half of them being men (61/120, 
50.8%). Of the 120 participants, 111 (92.5%) had tested with a human counselor more than once. Of the 120 participants, 45 
(37.5%) chose to be counseled by the female Nolwazi_bot personality aged between 18 and 25 years. Approximately one-fifth 
(21/120, 17.5%) of the participants who underwent an HIV self-test guided by the chatbot tested positive. Most participants 
(95/120, 79.2%) indicated that their HIV testing experience with a chatbot was much better than that with a human counselor. 
Many participants (93/120, 77.5%) reported that they felt as if they were talking to a real person, stating that the response 
tone and word choice of Nolwazi_bot reminded them of how they speak in daily conversations. CONCLUSIONS: The study 
provides insights into the potential of digital technology interventions to support HIVST in low-income and middle-income 
countries. Although we wait to see the full benefits of mobile health, technological interventions including conversational 
agents or chatbots provide us with an excellent opportunity to improve HIVST by addressing the barriers associated with clinic-
based HIV testing.
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Background: HIV testing rates in sub-Saharan Africa remain below the targeted threshold, and primary care facilities struggle to 
provide adequate services. Innovative approaches that leverage digital technologies could improve HIV testing and access to 
treatment. Objective: This study aimed to examine the feasibility and acceptability of Nolwazi_bot. It is an isiZulu-speaking 
conversational agent designed to support HIV self-testing (HIVST) in KwaZulu-Natal, South Africa. Methods: Nolwazi_bot was 
designed with 4 different personalities that users could choose when selecting a counselor for their HIVST session. We recruited 
a convenience sample of 120 consenting adults and invited them to undertake an HIV self-test facilitated by the Nolwazi_bot. 
After testing, participants completed an interviewer-led posttest structured survey to assess their experience with the chatbot-
supported HIVST. Results: Participants (N=120) ranged in age from 18 to 47 years, with half of them being men (61/120, 
50.8%). Of the 120 participants, 111 (92.5%) had tested with a human counselor more than once. Of the 120 participants, 45 
(37.5%) chose to be counseled by the female Nolwazi_bot personality aged between 18 and 25 years. Approximately one-fifth 
(21/120, 17.5%) of the participants who underwent an HIV self-test guided by the chatbot tested positive. Most participants 
(95/120, 79.2%) indicated that their HIV testing experience with a chatbot was much better than that with a human counselor. 
Many participants (93/120, 77.5%) reported that they felt as if they were talking to a real person, stating that the response 
tone and word choice of Nolwazi_bot reminded them of how they speak in daily conversations. Conclusions: The study provides 
insights into the potential of digital technology interventions to support HIVST in low-income and middle-income countries. 
Although we wait to see the full benefits of mobile health, technological interventions including conversational agents or 
chatbots provide us with an excellent opportunity to improve HIVST by addressing the barriers associated with clinic-based HIV 
testing.
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Introduction: The use of chatbots in healthcare is an area of study receiving increased academic interest. As the knowledge base 
grows, the granularity in the level of research is being refined. There is now more targeted work in specific areas of healthcare, 
for example, chatbots for anxiety and depression, cancer care, and pregnancy support. The aim of this paper is to systematically 
review and summarize the research conducted on the use of chatbots in the field of addiction, specifically the use of chatbots as 
supportive agents for those who suffer from a substance use disorder (SUD). Methods: A systematic search of scholarly 
databases using the broad search criteria of ("drug"OR "alcohol"OR "substance") AND ("addiction"OR "dependence"OR 
"misuse"OR "disorder"OR "abuse"OR harm

∗

) AND ("chatbot"OR "bot"OR "conversational agent") with an additional clause 
applied of "publication date"≥ January 01, 2016 AND "publication date"≤ March 27, 2022, identified papers for screening. The 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines were used to evaluate eligibility for inclusion in 
the study, and the Mixed Methods Appraisal Tool was employed to assess the quality of the papers. Results: The search and 
screening process identified six papers for full review, two quantitative studies, three qualitative, and one mixed methods. The 
two quantitative papers considered an adaptation to an existing mental health chatbot to increase its scope to provide support 
for SUD. The mixed methods study looked at the efficacy of employing a bespoke chatbot as an intervention for harmful alcohol 
use. Of the qualitative studies, one used thematic analysis to gauge inputs from potential users, and service professionals, on 
the use of chatbots in the field of addiction, based on existing knowledge, and envisaged solutions. The remaining two were 
useability studies, one of which focussed on how prominent chatbots, such as Amazon Alexa, Apple Siri, and Google Assistant 
can support people with an SUD and the other on the possibility of delivering a chatbot for opioid-addicted patients that is 
driven by existing big data. Discussion/Conclusion: The corpus of research in this field is limited, and given the quality of the 
papers reviewed, it is suggested more research is needed to report on the usefulness of chatbots in this area with greater 
confidence. Two of the papers reported a reduction in substance use in those who participated in the study. While this is a 
favourable finding in support of using chatbots in this field, a strong message of caution must be conveyed insofar as expert 
input is needed to safely leverage existing data, such as big data from social media, or that which is accessed by prevalent 
market leading chatbots. Without this, serious failings like those highlighted within this review mean chatbots can do more 
harm than good to their intended audience.
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Objective: Evaluating the usefulness of a chat bot as an assistant during CPR care by laypersons. Methods: Twenty-one 
university graduates and university students naive in basic life support participated in this quasi-experimental simulation pilot 
trial. A version beta chatbot was designed to guide potential bystanders who need help in caring for cardiac arrest victims. 
Through a Question-Answering (Q&A) flowchart, the chatbot uses Voice Recognition Techniques to transform the user's audio 
into text. After the transformation, it generates the answer to provide the necessary help through machine and deep learning 
algorithms. A simulation test with a Laerdal Little Anne manikin was performed. Participants initiated the chatbot, which guided 
them through the recognition of a cardiac arrest event. After recognizing the cardiac arrest, the chatbot indicated the start of 
chest compressions for 2 min. Evaluation of the cardiac arrest recognition sequence was done via a checklist and the quality of 
CPR was collected with the Laerdal Instructor App. Results: 91% of participants were able to perform the entire sequence 
correctly. All participants checked the safety of the scene and made sure to call 112. 62% place their hands on the correct 
compression point. A media time of 158 s (IQR: 146–189) was needed for the whole process. 33% of participants achieved high-
quality CPR with a median of 60% in QCPR (IQR: 9–86). Compression depth had a median of 42 mm (IQR: 33–53) and 
compression rate had a median of 100 compressions/min (IQR: 97–100). Conclusion: The use of a voice assistant could be useful 
for people with no previous training to perform de out-of-hospital cardiac arrest recognition sequence. Chatbot was able to 
guide all participants to call 112 and to perform continuous chest compressions. The first version of the chatbot for potential 
bystanders naive in basic life support needs to be further developed to reduce response times and be more effective in giving 
feedback on chest compressions.
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Protein representations from deep language models have yielded state-of-the-art performance across many tasks in 
computational protein engineering. In recent years, progress has primarily focused on parameter count, with recent models' 
capacities surpassing the size of the very datasets they were trained on. Here, we propose an alternative direction. We show 
that large language models trained on codons, instead of amino acid sequences, provide high-quality representations that 
outperform comparable state-of-the-art models across a variety of tasks. In some tasks, like species recognition, prediction of 
protein and transcript abundance, or melting point estimation, we show that a language model trained on codons outperforms 
every other published protein language model, including some that contain over 50 times more parameters. These results 
suggest that, in addition to commonly studied scale and model complexity, the information content of biological data provides 
an orthogonal direction to improve the power of machine learning in biology.
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Natural language processing (NLP) refers to the field of study that focuses on the interactions between human language and 
computers. It has recently gained much attention for analyzing human language computationally and has spread its applications 
for various tasks such as machine translation, information extraction, summarization, question answering, and others. With the 
rapid growth of cloud computing services, merging NLP in the cloud is a significant benefit. It allows researchers to conduct NLP-
related experiments on large amounts of data handled by big data techniques while harnessing the cloud’s vast, on-demand 
computing power. However, it has not sufficiently spread its tools and applications as a service in the cloud and there is little 
literature available that discusses the scope of interdisciplinary work. NLP, cloud Computing, and big data are vast domains and 
contain their challenges and potentials. By overcoming those challenges and integrating these fields, great potential for NLP and 
its applications can be unleashed. This paper presents a survey of NLP in cloud computing with a key focus on the comparison of 
cloud-based NLP services, challenges of NLP and big data while emphasizing the necessity of viable cloud-based NLP services. In 
the first part of this paper, an overview of NLP is presented by discussing different levels of NLP and components of natural 
language generation (NLG), followed by the applications of NLP. In the second part, the concept of cloud computing is discussed 
that highlights the architectural layers and deployment models of cloud computing and cloud-hosted NLP services. In the third 
part, the field of big data in the cloud is discussed with an emphasis on NLP. Furthermore, information extraction via NLP 
techniques within big data is introduced. © 2022, The Author(s).
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The COVID-19 pandemic has revealed the power of internet disinformation in influencing global health. The deluge of 
information travels faster than the epidemic itself and is a threat to the health of millions across the globe. Health apps need to 
leverage machine learning for delivering the right information while constantly learning misinformation trends and deliver 
these effectively in vernacular languages in order to combat the infodemic at the grassroot levels in the general public. Our 
application, WashKaro, is a multi-pronged intervention that uses conversational Artificial Intelligence (AI), machine translation, 
and natural language processing to combat misinformation (NLP). WashKaro uses AI to provide accurate information matched 
against WHO recommendations and delivered in an understandable format in local languages. The primary aim of this study 
was to assess the use of neural models for text summarization and machine learning for delivering WHO matched COVID-19 
information to mitigate the misinfodemic. The secondary aim of this study was to develop a symptom assessment tool and 
segmentation insights for improving the delivery of information. A total of 5026 people downloaded the app during the study 
window; among those, 1545 were actively engaged users. Our study shows that 3.4 times more females engaged with the App 
in Hindi as compared to males, the relevance of AI-filtered news content doubled within 45 days of continuous machine 
learning, and the prudence of integrated AI chatbot “Satya” increased thus proving the usefulness of a mHealth platform to 
mitigate health misinformation. We conclude that a machine learning application delivering bite-sized vernacular audios and 
conversational AI is a practical approach to mitigate health misinformation. © 2022, The Author(s).
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Mental disorder is deliberated to be the top cause of Years Lived with Disability (YLD) with over 29% of the population affected. 
However, there is a shortage of mental healthcare providers and professionals to manage the huge population. Due to the 
extremely low number of mental healthcare providers available, one-on-one interaction with all the patients is not possible, 
which affects their treatment process. This effect severely hinders the treatment process which might result in suicidal 
behaviour and lead to the death of the patients in some cases. Therefore, there is a need for AI (Artificial Intelligence) 
techniques that help us to solve this issue. In this paper, we propose an AI web-based chatbot called “Ted” to assist people with 
mental health-related queries with the help of natural language processing and deep learning approaches. The user message is 
lemmatized and pre-processed in this step before being passed to the deep-learning model. Then, to specify the question 
category, an Artificial Neural Network with Softmax is used. This chatbot will allow the users to interact, use natural language 
to take input, and generate the appropriate response according to the input. The accuracy of our proposed chatbot is 98.13% in 
providing the appropriate response. In addition to this, “Ted” will help the patients who are reluctant to speak and get 
stigmatized by the presence of mental healthcare providers. © 2022, The Author(s), under exclusive licence to Bharati 
Vidyapeeth's Institute of Computer Applications and Management.
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The existing block-based machine learning educational environments have a drawback in that they do not support model 
training based on large-scale data. This makes it difficult for young students to learn the importance of large amounts of data 
when creating machine learning models. In this paper, we present a novel programming environment in which students can 
easily train machine learning models based on large-scale data using a block-based programming language. We redefine the 
interfaces of existing machine learning blocks and also develop an effective model training algorithm suitable for block-based 
programming languages to enable “instant training” and “large-scale training”. As example educational applications based on 
this environment, we presented what is termed a “Question-Answering Chatbot” program trained on 11,822 text data instances 
with 7784 classes as well as a “Celebrity Look-Alike” program trained on 4431 image data instances with 7 classes. The 
experimental results show that teachers and pre-service teachers give high scores on all four evaluation measures for this 
environment. © 2022 by the authors.
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Health-focused apps with chatbots (“healthbots”) have a critical role in addressing gaps in quality healthcare. There is limited 
evidence on how such healthbots are developed and applied in practice. Our review of healthbots aims to classify types of 
healthbots, contexts of use, and their natural language processing capabilities. Eligible apps were those that were health-
related, had an embedded text-based conversational agent, available in English, and were available for free download through 
the Google Play or Apple iOS store. Apps were identified using 42Matters software, a mobile app search engine. Apps were 
assessed using an evaluation framework addressing chatbot characteristics and natural language processing features. The 
review suggests uptake across 33 low- and high-income countries. Most healthbots are patient-facing, available on a mobile 
interface and provide a range of functions including health education and counselling support, assessment of symptoms, and 
assistance with tasks such as scheduling. Most of the 78 apps reviewed focus on primary care and mental health, only 6 (7.59%) 
had a theoretical underpinning, and 10 (12.35%) complied with health information privacy regulations. Our assessment 
indicated that only a few apps use machine learning and natural language processing approaches, despite such marketing 
claims. Most apps allowed for a finite-state input, where the dialogue is led by the system and follows a predetermined 
algorithm. Healthbots are potentially transformative in centering care around the user; however, they are in a nascent state of 
development and require further research on development, automation and adoption for a population-level health impact. © 
2022, The Author(s).
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Background: It is recommended that caregivers receive oral health education and in-person training to improve toothbrushing 
for young children. To strengthen oral health education before COVID-19, the 21-Day FunDee chatbot with in-person 
toothbrushing training for caregivers was used. During the pandemic, practical experience was difficult to implement. 
Therefore, the 30-Day FunDee chatbot was created to extend the coverage of chatbots from 21 days to 30 days by 
incorporating more videos on toothbrushing demonstrations and dialogue. This was a secondary data comparison of 2 chatbots 
in similar rural areas of Pattani province: Maikan district (Study I) and Maelan district (Study II). Objective: This study aimed to 
evaluate the effectiveness and usability of 2 chatbots, 21-Day FunDee (Study I) and 30-Day FunDee (Study II), based on the 
protection motivation theory (PMT). This study explored the feasibility of using the 30-Day FunDee chatbot to increase 
toothbrushing behaviors for caregivers in oral hygiene care for children aged 6 months to 36 months without in-person training 
during the COVID-19 pandemic. Methods: A pre-post design was used in both studies. The effectiveness was evaluated among 
caregivers in terms of oral hygiene practices, knowledge, and oral health care perceptions based on PMT. In Study I, participants 
received in-person training and a 21-day chatbot course during October 2018 to February 2019. In Study II, participants received 
only daily chatbot programming for 30 days during December 2021 to February 2022. Data were gathered at baseline of each 
study and at 30 days and 60 days after the start of Study I and Study II, respectively. After completing their interventions, the 
chatbot's usability was assessed using open-ended questions. Study I evaluated the plaque score, whereas Study II included an in-
depth interview. The 2 studies were compared to determine the feasibility of using the 30-Day FunDee chatbot as an alternative 
to in-person training. Results: There were 71 pairs of participants: 37 in Study I and 34 in Study II. Both chatbots significantly 
improved overall knowledge (Study I: P<.001; Study II: P=.001), overall oral health care perceptions based on PMT (Study I: 
P<.001; Study II: P<.001), and toothbrushing for children by caregivers (Study I: P=.02; Study II: P=.04). Only Study I had 
statistically significant differences in toothbrushing at least twice a day (P=.002) and perceived vulnerability (P=.003). The 
highest overall chatbot satisfaction was 9.2 (SD 0.9) in Study I and 8.6 (SD 1.2) in Study II. In Study I, plaque levels differed 
significantly (P<.001). Conclusions: This was the first study using a chatbot in oral health education. We established the 
effectiveness and usability of 2 chatbot programs for promoting oral hygiene care of young children by caregivers. The 30-Day 
FunDee chatbot showed the possibility of improving toothbrushing skills without requiring in-person training.
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Introduction: The COVID-19 pandemic has caused a significant impact on the mental health of health workers that has brought 
many hospitals to launch immediate preventive mental health programs. Objectives: (1) To adapt and enhance a smartphone 
app (PRESTOapp) for health workers with mental health symptoms related to the COVID-19, and (2) to demonstrate its 
potential effectiveness in significantly reducing anxiety-depressive and PTSD symptoms in this population. We aim to 
incorporate Natural Language Processing (NLP)-based techniques in a chatbot userinterface that will enable a more 
personalized and accurate monitoring and intervention. Methods: An 18-months study with a 6-months preliminary phase to 
adapt PRESTOapp to health workers, enhance it with NLP-based techniques and chatbot user-interface, and evaluate its 
feasibility, and effectiveness in 12-months. Results: PRESTOapp has the potential to provide a prompt, personalized and integral 
response to the mental health demand due to the COVID-19. It will help by providing an innovative digital platform, that will 
allow remote monitoring of the symptoms course, provide brief psychotherapeutic interventions, and detect urgent situations. 
If the preliminary results of this study point to a potential effectiveness of the intervention, PRESTOapp may be easily adapted 
to the general population. Conclusions: PRESTOapp may be one of the key digital platforms that may help preventing and 
treating potentially severe mental health consequences. Considering the unresolved problem of burnout in health workers even 
before the COVID-19, this project will develop the necessary technology for implementing cost-effective mental health 
solutions, not only during the pandemic.
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With the widespread application of digital healthcare, mobile health (mHealth) services are also developing in maternal and 
child health, primarily through community-based services, such as Posyandu in Indonesia. Patients need media for consultation 
and decision-making, while health workers are constrained in responding quickly. This study aimed to obtain information from 
pregnant women and midwives in developing a decision tree model as material for building a semi-automated chatbot. Using 
an exploratory qualitative approach, semi-structured interviews were conducted through focus group discussions (FGD) with 
pregnant women (n = 10) and midwives (n = 12) in March 2022. The results showed 38 codes, 15 categories, and 7 subthemes 
that generated 3 major themes: maternal health education, information on maternal health services, and health monitoring. 
The decision tree method was applied from these themes based on the needs of users, evidence, and expert sources to ensure 
quality. In summary, the need to use a semi-automated chatbot can be applied to education about maternal health and 
monitoring, where severe cases should be provided with non-automated communication with midwives. Applying the decision 
tree method ensured quality content, supported a clinical decision, and assisted in early detection. Furthermore, future research 
needs to measure user evaluation. © 2022 by the authors.
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The modern business technology is changing the way we operate and function in earlier days. This applies to every department 
in the company and Human Resources are no exception. This paper gives an insight into AI based HR approaches that is 
productive in an organization which minimizes the work load in less amount of time. With the help of AI human brain logical 
thinking is programmed in AI based software such as Qandle, HROne, Darwinbox,Paradox, Humanly, Seekout, etc which makes 
the work of an HR department easier and more efficient in less span of time. Further in this paper some of the most prominent 
AI based application is discussed such as Chatbots, Voice assistants, etc. AI deployment is done in five ways such as Start, 
Decide, Identify, Implement and Roll out. Benefits of AI is also discussed in detail. The main goal of this paper is to know the 
importance of AI in HR based policy.
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BACKGROUND: In knowledge transfer for educational purposes, most cancer hospital or center websites have existing 
information on cancer health. However, such information is usually a list of topics that are neither interactive nor customized to 
offer any personal touches to people facing dire health crisis and to attempt to understand the concerns of the users. Patients 
with cancer, their families, and the general public accessing the information are often in challenging, stressful situations, 
wanting to access accurate information as efficiently as possible. In addition, there is seldom any comprehensive information 
specifically on radiotherapy, despite the large number of older patients with cancer, to go through the treatment process. 
Therefore, having someone with professional knowledge who can listen to them and provide the medical information with good 
will and encouragement would help patients and families struggling with critical illness, particularly during the lingering 
pandemic. OBJECTIVE: This study created a novel virtual assistant, a chatbot that can explain the radiation treatment process to 
stakeholders comprehensively and accurately, in the absence of any similar software. This chatbot was created using the IBM 
Watson Assistant with artificial intelligence and machine learning features. The chatbot or bot was incorporated into a resource 
that can be easily accessed by the general public. METHODS: The radiation treatment process in a cancer hospital or center was 
described by the radiotherapy process: patient diagnosis, consultation, and prescription; patient positioning, immobilization, 
and simulation; 3D-imaging for treatment planning; target and organ contouring; radiation treatment planning; patient setup 
and plan verification; and treatment delivery. The bot was created using IBM Watson (IBM Corp) assistant. The natural language 
processing feature in the Watson platform allowed the bot to flow through a given conversation structure and recognize how 
the user responds based on recognition of similar given examples, referred to as intents during development. Therefore, the bot 
can be trained using the responses received, by recognizing similar responses from the user and analyzing using Watson natural 
language processing. RESULTS: The bot is hosted on a website by the Watson application programming interface. It is capable of 
guiding the user through the conversation structure and can respond to simple questions and provide resources for requests for 
information that was not directly programmed into the bot. The bot was tested by potential users, and the overall averages of 
the identified metrics are excellent. The bot can also acquire users' feedback for further improvements in the routine update. 
CONCLUSIONS: An artificial intelligence-assisted chatbot was created for knowledge transfer regarding radiation treatment 
process to the patients with cancer, their families, and the general public. The bot that is supported by machine learning was 
tested, and it was found that the bot can provide information about radiotherapy effectively.
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Background: In knowledge transfer for educational purposes, most cancer hospital or center websites have existing information 
on cancer health. However, such information is usually a list of topics that are neither interactive nor customized to offer any 
personal touches to people facing dire health crisis and to attempt to understand the concerns of the users. Patients with 
cancer, their families, and the general public accessing the information are often in challenging, stressful situations, wanting to 
access accurate information as efficiently as possible. In addition, there is seldom any comprehensive information specifically on 
radiotherapy, despite the large number of older patients with cancer, to go through the treatment process. Therefore, having 
someone with professional knowledge who can listen to them and provide the medical information with good will and 
encouragement would help patients and families struggling with critical illness, particularly during the lingering pandemic. 
Objective: This study created a novel virtual assistant, a chatbot that can explain the radiation treatment process to 
stakeholders comprehensively and accurately, in the absence of any similar software. This chatbot was created using the IBM 
Watson Assistant with artificial intelligence and machine learning features. The chatbot or bot was incorporated into a resource 
that can be easily accessed by the general public. Methods: The radiation treatment process in a cancer hospital or center was 
described by the radiotherapy process: patient diagnosis, consultation, and prescription; patient positioning, immobilization, 
and simulation; 3D-imaging for treatment planning; target and organ contouring; radiation treatment planning; patient setup 
and plan verification; and treatment delivery. The bot was created using IBM Watson (IBM Corp) assistant. The natural language 
processing feature in the Watson platform allowed the bot to flow through a given conversation structure and recognize how 
the user responds based on recognition of similar given examples, referred to as intents during development. Therefore, the bot 
can be trained using the responses received, by recognizing similar responses from the user and analyzing using Watson natural 
language processing. Results: The bot is hosted on a website by the Watson application programming interface. It is capable of 
guiding the user through the conversation structure and can respond to simple questions and provide resources for requests for 
information that was not directly programmed into the bot. The bot was tested by potential users, and the overall averages of 
the identified metrics are excellent. The bot can also acquire users’ feedback for further improvements in the routine update. 
Conclusions: An artificial intelligence–assisted chatbot was created for knowledge transfer regarding radiation treatment 
process to the patients with cancer, their families, and the general public. The bot that is supported by machine learning was 
tested, and it was found that the bot can provide information about radiotherapy effectively. ©Nathanael Rebelo, Leslie 
Sanders, Kay Li, James C L Chow.
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Jacob is a voice chatbot application that provides information related to the Informatics Joint Degree program at Universitas 
Multimedia Nusantara. Jacob is cur-rently designed to be able to do question answering and text mining online in real time for 
the English language. This study aims to find the best model for question answering and text mining for the Indonesian 
language and integrated with Jacob as proof of concept. The pre-trained models of IndoBERT-lite and RoBERTa are studied and 
implemented as a web service. The work includes pre-training and fine-tuning the two models with TyDi QA and Indonesian-
translated SQuAD datasets. The goal is to find a model that gives answers in the Indonesian language with the highest accuracy 
and F-score value. The test and evaluation results indicate that the indobert-lite-squad outperforms the rest for Indonesian 
question answering and text mining applications. © 2022, ICIC International. All rights reserved.
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Artificial intelligence (AI) refers to technologies which support the execution of tasks normally requiring human intelligence 
(e.g., visual perception, speech recognition, or decision-making). Examples for AI systems are chatbots, robots, or autonomous 
vehicles, all of which have become an important phenomenon in the economy and society. Determining which AI system to 
trust and which not to trust is critical, because such systems carry out tasks autonomously and influence human-decision 
making. This growing importance of trust in AI systems has paralleled another trend: the increasing understanding that user 
personality is related to trust, thereby affecting the acceptance and adoption of AI systems. We developed a framework of user 
personality and trust in AI systems which distinguishes universal personality traits (e.g., Big Five), specific personality traits (e.g., 
propensity to trust), general behavioral tendencies (e.g., trust in a specific AI system), and specific behaviors (e.g., adherence to 
the recommendation of an AI system in a decision-making context). Based on this framework, we reviewed the scientific 
literature. We analyzed N = 58 empirical studies published in various scientific disciplines and developed a “big picture” view, 
revealing significant relationships between personality traits and trust in AI systems. However, our review also shows several 
unexplored research areas. In particular, it was found that prescriptive knowledge about how to design trustworthy AI systems 
as a function of user personality lags far behind descriptive knowledge about the use and trust effects of AI systems. Based on 
these findings, we discuss possible directions for future research, including adaptive systems as focus of future design science 
research. © 2022, The Author(s).
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In a digitally empowered business world, a growing number of family businesses are leveraging the use of chatbots in an 
attempt to improve customer experience. This research investigates the antecedents of chatbots’ successful use in small family 
businesses. Subsequently, we determine the effect of two distinctive sets of human–machine communication 
factors—functional and humanoid—on customer experience. We assess the latter with respect to its effect on customer 
satisfaction. While a form of intimate attachment can occur between customers and small businesses, affective commitment is 
prevalent in customers’ attitudes and could be conflicting with the distant and impersonal nature of chatbot services. Therefore, 
we also test the moderating role of customers’ affective commitment in the relationship between customer experience and 
customer satisfaction. Data come from 408 respondents, and the results offer an explicit course of action for family businesses 
to effectively embed chatbot services in their customer communication. The study provides practical and theoretical insights 
that stipulate the dimensions of chatbots’ effective use in the context of small family businesses. © 2022
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AIM: The aim of this study is to explore the experiences and perceptions of final-year nursing students on the acceptability and 
feasibility of using a chatbot for clinical decision-making and patient safety. BACKGROUND: The effective and inclusive use of 
new technologies such as conversational agents or chatbots could support nurses in increasing evidence-based care and 
decreasing low-quality services. METHODS: A descriptive qualitative study was used through focus group interviews. The data 
analysis was conducted using a thematic analysis. RESULTS: This study included 114 participants. After our data analysis, two 
main themes emerged: (i) experiences in the use of a chatbot service for clinical decision-making and and (ii) integrating 
conversational agents into the organizational safety culture. CONCLUSIONS: The findings of our study provide preliminary 
support for the acceptability and feasibility of adopting SafeBot, a chatbot for clinical decision-making and patient safety. Our 
results revealed substantial recommendations for refining navigation, layout and content, as well as useful insights to support 
its acceptance in real nursing practice. IMPLICATIONS FOR NURSING MANAGEMENT: Leaders and managers may well see 
artificial intelligence-based conversational agents like SafeBot as a potential solution in modern nursing practice for effective 
problem-solving resolution, innovative staffing and nursing care delivery models at the bedside and criteria for measuring and 
ensure quality and patient safety.
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2022 4 12 Large language models have recently emerged with extraordinary capabilities, and these methods can be applied to model 
other kinds of sequence, such as string representations of molecules. Ross and colleagues have created a transformer-based 
model, trained on a large dataset of molecules, which provides good results on property prediction tasks. Models based on 
machine learning can enable accurate and fast molecular property predictions, which is of interest in drug discovery and 
material design. Various supervised machine learning models have demonstrated promising performance, but the vast chemical 
space and the limited availability of property labels make supervised learning challenging. Recently, unsupervised transformer-
based language models pretrained on a large unlabelled corpus have produced state-of-the-art results in many downstream 
natural language processing tasks. Inspired by this development, we present molecular embeddings obtained by training an 
efficient transformer encoder model, MoLFormer, which uses rotary positional embeddings. This model employs a linear 
attention mechanism, coupled with highly distributed training, on SMILES sequences of 1.1 billion unlabelled molecules from 
the PubChem and ZINC datasets. We show that the learned molecular representation outperforms existing baselines, including 
supervised and self-supervised graph neural networks and language models, on several downstream tasks from ten benchmark 
datasets. They perform competitively on two others. Further analyses, specifically through the lens of attention, demonstrate 
that MoLFormer trained on chemical SMILES indeed learns the spatial relationships between atoms within a molecule. These 
results provide encouraging evidence that large-scale molecular language models can capture sufficient chemical and structural 
information to predict various distinct molecular properties, including quantum-chemical properties.
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Virtual Mental Health Assistants (VMHAs) are utilized in health care to provide patient services such as counseling and 
suggestive care. They are not used for patient diagnostic assistance because they cannot adhere to safety constraints and 
specialized clinical process knowledge (ProKnow) used to obtain clinical diagnoses. In this work, we define ProKnow as an 
ordered set of information that maps to evidence-based guidelines or categories of conceptual understanding to experts in a 
domain. We also introduce a new dataset of diagnostic conversations guided by safety constraints and ProKnow that healthcare 
professionals use (ProKnow-data). We develop a method for natural language question generation (NLG) that collects diagnostic 
information from the patient interactively (ProKnow-algo). We demonstrate the limitations of using state-of-the-art large-scale 
language models (LMs) on this dataset. ProKnow-algo incorporates the process knowledge through explicitly modeling safety, 
knowledge capture, and explainability. As computational metrics for evaluation do not directly translate to clinical settings, we 
involve expert clinicians in designing evaluation metrics that test four properties: safety, logical coherence, and knowledge 
capture for explainability while minimizing the standard cross entropy loss to preserve distribution semantics-based similarity to 
the ground truth. LMs with ProKnow-algo generated 89% safer questions in the depression and anxiety domain (tested 
property: safety). Further, without ProKnow-algo generations question did not adhere to clinical process knowledge in ProKnow-
data (tested property: knowledge capture). In comparison, ProKnow-algo-based generations yield a 96% reduction in our 
metrics to measure knowledge capture. The explainability of the generated question is assessed by computing similarity with 
concepts in depression and anxiety knowledge bases. Overall, irrespective of the type of LMs, ProKnow-algo achieved an 
averaged 82% improvement over simple pre-trained LMs on safety, explainability, and process-guided question generation. For 
reproducibility, we will make ProKnow-data and the code repository of ProKnow-algo publicly available upon acceptance.
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The Internet of Educational Things (IoET) equips chatbots with real-time environmental information monitoring to prevent 
student and instructor absences and safeguard their health. Individual behavioral intention toward a chatbot service is essential 
for better understanding the user’s experience and acceptance of monitoring environmental elements such as PM2.5, 
temperature, humidity, and carbon monoxide. This study aims to apply an integration of an extended framework for smart 
schools developing an environmental information chatbot service (ENICS) and various users’ continued behavioral intentions 
toward the chatbot system based on the unified theory of acceptance and use of technology model to support health and safety 
in universities. The proposed framework design can incorporate Internet of Things architecture to develop and utilize the 
chatbot services. The key results of the partial least square test largely support the validity of the proposed model and the 
significant effects of IoET, performance expectation, effort expectation, social influence, facilitating conditions, health and 
safety, behavioral intention, and use behavior on personal environmental information chatbot utilization. This study’s findings 
deal with a better design for environmental system development and understanding the factors influencing an individual’s 
intention to continue using a chatbot service for IoET applications with low-cost information facilities in safe environmental 
sustainability. © 2022 by the authors.
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Deep learning (DL) approaches may also inform the analysis of human brain activity. Here, a state-of-art DL tool for natural 
language processing, the Generative Pre-trained Transformer version 2 (GPT-2), is shown to generate meaningful neural 
encodings in functional MRI during narrative listening. Linguistic features of word unpredictability (surprisal) and contextual 
importance (saliency) were derived from the GPT-2 applied to the text of a 12-min narrative. Segments of variable duration 
(from 15 to 90 s) defined the context for the next word, resulting in different sets of neural predictors for functional MRI signals 
recorded in 27 healthy listeners of the narrative. GPT-2 surprisal, estimating word prediction errors from the artificial network, 
significantly explained the neural data in superior and middle temporal gyri (bilaterally), in anterior and posterior cingulate 
cortices, and in the left prefrontal cortex. GPT-2 saliency, weighing the importance of context words, significantly explained the 
neural data for longer segments in left superior and middle temporal gyri. These results add novel support to the use of DL tools 
in the search for neural encodings in functional MRI. A DL language model like the GPT-2 may feature useful data about neural 
processes subserving language comprehension in humans, including next-word context-related prediction. © 2022, The 
Author(s).
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Internationally, evidence exists that physicians use instant messaging services for communication tasks in everyday clinical 
practice However, there are only few data on physicians in Germany in this regard. Therefore, at the initiation of our project 
“DocTalk-Dialog meets Chatbot: Collaborative Learning and Teaching in the Process of Work”, we conducted a stakeholder 
survey with an exploratory research approach. The aim was to gain initial insights into use of instant messaging software and 
attitudes towards data security and advantages and disadvantages before implementing a data-secure in-house messaging 
platform. N = 70 physicians at Charité-Universitätsmedizin Berlin completed an exploratory questionnaire with closed and open-
ended questions. Quantitative data were analyzed using descriptive statistics and qualitative data using thematic analysis. The 
use of messenger software was not widespread in the sample studied. Physicians most frequently used face-to-face contact for 
communication. On average, up to ten instant messages were exchanged per day, mainly among colleagues, to answer mutual 
questions, and to send pictures. With a high awareness of privacy-related restrictions among participating physicians, 
advantages such as fast and uncomplicated communication were also highlighted. An instant messenger solution that complies 
with the German data protection guidelines is needed and should be investigated in more detail.
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Currently, Natural Language Processing (NLP) applications like chatbots are very close to mimick human responses. This has 
been achieved via powerful and sophisticated models like Bidirectional Encoder Representations from Transformers (BERT). 
Although, the capabilities that such models offer are superior to the technologies that preceded it, these models still possess 
bias. BERT or similar models are mostly trained on text corpora that deviate in important ways from the text encountered by a 
chatbot in a problem-specific context. Past research on NLP bias has heavily focused on measuring and mitigating bias with 
respect to protected attributes (stereotyping like gender, race, ethnicity, etc.), but the exploration of model bias with respect to 
classification labels remained yet to be explored. We investigate how a classification model hugely favors one class with respect 
to another. In this paper, we propose a bias evaluation technique called directional pairwise class confusion bias that highlights 
our chatbot intent classification models bias on pairs of classes. Lastly, we also demonstrate two bias mitigation strategies on a 
few example-biased pairs. © 2022 World Scientific Publishing Company.
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BACKGROUND: Mental disorders (MDs) impose heavy burdens on health care (HC) systems and affect a growing number of 
people worldwide. The use of mobile health (mHealth) apps empowered by artificial intelligence (AI) is increasingly being 
resorted to as a possible solution. OBJECTIVE: This study adopted a topic modeling (TM) approach to investigate the public trust 
in AI apps in mental health care (MHC) by identifying the dominant topics and themes in user reviews of the 8 most relevant 
mental health (MH) apps with the largest numbers of reviewers. METHODS: We searched Google Play for the top MH apps with 
the largest numbers of reviewers, from which we selected the most relevant apps. Subsequently, we extracted data from user 
reviews posted from January 1, 2020, to April 2, 2022. After cleaning the extracted data using the Python text processing tool 
spaCy, we ascertained the optimal number of topics, drawing on the coherence scores and used latent Dirichlet allocation (LDA) 
TM to generate the most salient topics and related terms. We then classified the ascertained topics into different theme 
categories by plotting them onto a 2D plane via multidimensional scaling using the pyLDAvis visualization tool. Finally, we 
analyzed these topics and themes qualitatively to better understand the status of public trust in AI apps in MHC. RESULTS: From 
the top 20 MH apps with the largest numbers of reviewers retrieved, we chose the 8 (40%) most relevant apps: (1) Wysa: 
Anxiety Therapy Chatbot; (2) Youper Therapy; (3) MindDoc: Your Companion; (4) TalkLife for Anxiety, Depression & Stress; (5) 7 
Cups: Online Therapy for Mental Health & Anxiety; (6) BetterHelp-Therapy; (7) Sanvello; and (8) InnerHour. These apps provided 
14.2% (n=559), 11.0% (n=431), 13.7% (n=538), 8.8% (n=356), 14.1% (n=554), 11.9% (n=468), 9.2% (n=362), and 16.9% (n=663) 
of the collected 3931 reviews, respectively. The 4 dominant topics were topic 4 (cheering people up; n=1069, 27%), topic 3 
(calming people down; n=1029, 26%), topic 2 (helping figure out the inner world; n=963, 25%), and topic 1 (being an alternative 
or complement to a therapist; n=870, 22%). Based on topic coherence and intertopic distance, topics 3 and 4 were combined 
into theme 3 (dispelling negative emotions), while topics 2 and 1 remained 2 separate themes: theme 2 (helping figure out the 
inner world) and theme 1 (being an alternative or complement to a therapist), respectively. These themes and topics, though 
involving some dissenting voices, reflected an overall high status of trust in AI apps. CONCLUSIONS: This is the first study to 
investigate the public trust in AI apps in MHC from the perspective of user reviews using the TM technique. The automatic text 
analysis and complementary manual interpretation of the collected data allowed us to discover the dominant topics hidden in a 
data set and categorize these topics into different themes to reveal an overall high degree of public trust. The dissenting voices 
from users, though only a few, can serve as indicators for health providers and app developers to jointly improve these apps, 
which will ultimately facilitate the treatment of prevalent MDs and alleviate the overburdened HC systems worldwide.
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The article discusses the functioning of human-like consciousness and the potential for developing a chatbot based on human-
like consciousness. The proposed approach was verified experimentally using a sociological method and by attracting a cohort 
of student volunteers. The chatbot population was created on the back of our complex neural network architecture design. The 
volunteers were asked to identify their interlocutor, which was either a human agent or a chatbot. For integrity, the 
conversations between bots and people were organized randomly so that each volunteer could interact several times with all 
bots in the population and with all participants in the sample. The article discusses the results of the study, the details of the 
proposed approach. The article explains the features of the functioning and self-reconfiguration of the neural network that 
provide high reliability of chatbot replicas and high speed of responses to replicas of human users so that the delay time does 
not raise suspicion of human users. The main idea of the authors’ approach is an attempt to model human self-awareness and 
self-reflection. The results prove the proposed neural network architecture design successful in terms of real-time self-learning. 
© 2020, Springer-Verlag GmbH Germany, part of Springer Nature.
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How much do anthropomorphisms influence the perception of users about whether they are conversing with a human or an 
algorithm in a chatbot environment? We develop a cognitive model using the constructs of anthropomorphism and 
explainability to explain user experiences with conversational journalism (CJ) in the context of chatbot news. We examine how 
users perceive anthropomorphic and explanatory cues, and how these stimuli influence user perception of and attitudes toward 
CJ. Anthropomorphic explanations of why and how certain items are recommended afford users a sense of humanness, which 
then affects trust and emotional assurance. Perceived humanness triggers a two-step flow of interaction by defining the 
baseline to make a judgment about the qualities of CJ and by affording the capacity to interact with chatbots concerning their 
intention to interact with chatbots. We develop practical implications relevant to chatbots and ascertain the significance of 
humanness as a social cue in CJ. We offer a theoretical lens through which to characterize humanness as a key mechanism of 
human–artificial intelligence (AI) interaction, of which the eventual goal is humans perceive AI as human beings. Our results 
help to better understand human–chatbot interaction in CJ by illustrating how humans interact with chatbots and explaining 
why humans accept the way of CJ. © The Author(s) 2021.
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Social chatbots have become more advanced, paving the way for human–chatbot relationships (HCRs). Although this 
phenomenon has already received some research attention, the results have been contradictory, and there is uncertainty 
regarding how to understand HCR formation. To provide the needed knowledge on this phenomenon, we conducted a 
qualitative longitudinal study. We interviewed 25 participants over a 12-week period to understand how their HCRs formed 
with the popular chatbot Replika. We found that the HCRs formed gradually and mostly in line with the assumptions of Social 
Penetration Theory. Our findings indicate the need to acknowledge substantial variation and nuance in the HCR formation 
process, plus variation in the onset of self-disclosure and in the subsequent relationship formation. The results show that 
important drivers pushing the relationship toward attachment and perceived closeness appear to be Replika's ability to 
participate in a variety of interactions, as well as to support more deep-felt human needs related to social contact and self-
reflection. In contrast, unpredictable events and technical difficulties could hinder relationship formation and lead to 
termination. Finally, we discuss the appropriateness of using a theoretical framework developed for human–human 
relationships when investigating HCRs, and we suggest directions for future research. © 2022 The Authors
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Knowing how to diagnose effectively and efficiently is a fundamental skill that a good dental professional should acquire. If 
students perform a greater number of clinical cases, they will improve their performance with patients. In this sense, virtual 
patients with artificial intelligence offer a controlled, stimulating, and safe environment for students. To assess student 
satisfaction after interaction with an artificially intelligent chatbot that recreates a virtual patient, a descriptive cross-sectional 
study was carried out in which a virtual patient was created with artificial intelligence in the form of a chatbot and presented to 
fourth and fifth year dental students. After several weeks interacting with the AI, they were given a survey to find out their 
assessment. A total of 193 students participated. A large majority of the students were satisfied with the interaction (mean 
4.36), the fifth year students rated the interaction better and showed higher satisfaction values. The students who reached a 
correct diagnosis rated this technology more positively. Our research suggests that the incorporation of this technology in 
dental curricula would be positively valued by students and would also ensure their training and adaptation to new 
technological developments.
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Background: The provision of safe and high-quality blood is a great challenge- particularly in times of crises. It is important that 
blood establishments can rely on adequate and timely information, as well as on emergency plans. The authors explore the 
potential of digital information technology for crisis intervention and management in blood establishments. We chose the South 
African blood transfusion system as a research object as it is well-developed and has IT-systems in place that we can build upon. 
Methods: First, we conducted interviews with experts from both the blood transfusion and crisis management systems to 
identify relevant stakeholders and the interfaces between the two systems. Second, we interviewed the responsible managers 
to map the diverse process steps from vein-to-vein. Third, we collected publicly available documents published by WHO, crisis 
management actors, and the blood establishments under investigation to triangulate data. We analyzed these data applying 
qualitative content analysis. Based on the inferred process model of the blood supply chain, we identified weak points, where 
the integration of information technology yields benefits. Finally, we did an onsite visit to validate the model and assumptions. 
Results: The interviewees perceive the South African blood transfusion system as fairly resilient. The analyzed blood 
establishment has good working relationships with the responsible crisis management actors. Yet, the crisis management 
system as a whole hardly includes the blood transfusion system in their crisis management planning activities. Still, there is a 
diverse impact of crisis scenarios (e.g., pandemics, droughts) on the blood supply chain. However, Chatbots and appointment 
systems for donor recruitment/management, simulation tools for storage and transportation decisions, real-time stock 
monitoring, and integration of the IT-systems of hospitals/crisis management actors with blood establishments are promising 
avenues for improvement. Conclusion: Information technology can contribute to further increase the resilience of African blood 
transfu-sion systems. Based on a successful example and inferred holistic emergency plans, this approach will be transferred to 
other African countries. Furthermore, the project insights and experiences enable researchers and practitioners in other 
continents to reflect critically upon the resilience of their national blood supply chain. (Figure Presented).
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INTRODUCTION: Chatbots have emerged as a first link to care in recent years. The COVID-19 pandemic, and consequent health 
system disruptions, expanded their use. Socios En Salud (SES) introduced chatbots in Peru, which experienced one of the highest 
excess COVID mortalities in the world. METHODS: SES and the government identified unmet population health needs, which 
could be amenable to virtual interventions. Chatbots were developed to screen individuals for these conditions; we describe the 
period of deployment, number of screenings, and number of people who received services. RESULTS: Between April 2020 and 
May 2021, SES deployed nine ChatBots: four for mental health, two for maternal and child health, and three for chronic 
diseases: breast cancer, hypertension, diabetes mellitus, and obesity. Mental health services were provided to 42,932 people, 
99.99% of those offered services. The other ChatBots reached fewer people. Overall, more than 50% of eligible people accepted 
chatbot-based services. DISCUSSION: ChatBot use was highest for mental health. Chatbots may increase connections between a 
vulnerable population and health services; this is likely dependent on several factors, including condition, population, and 
penetration of smart phones. Future research will be critical to understand user experience and preferences and to ensure that 
chatbots link vulnerable populations to appropriate, high-quality care.
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Background: Technological progress in artificial intelligence has led to the increasing popularity of virtual assistants, i.e., 
embodied or disembodied conversational agents that allow chatting with a technical system in a natural language. However, 
only little comprehensive research is conducted about patients' perceptions and possible applications of virtual assistant in 
healthcare with cancer patients. This research aims to investigate the key acceptance factors and value-adding use cases of a 
virtual assistant for patients diagnosed with cancer. Methods: Qualitative interviews with eight former patients and four 
doctors of a Dutch radiotherapy institute were conducted to determine what acceptance factors they find most important for a 
virtual assistant and gain insights into value-adding applications. The unified theory of acceptance and use of technology 
(UTAUT) was used to structure perceptions and was inductively modified as a result of the interviews. The subsequent research 
model was triangulated via an online survey with 127 respondents diagnosed with cancer. A structural equation model was 
used to determine the relevance of acceptance factors. Through a multigroup analysis, differences between sample subgroups 
were compared. Results: The interviews found support for all factors of the UTAUT: performance expectancy, effort expectancy, 
social influence and facilitating conditions. Additionally, self-efficacy, trust, and resistance to change, were added as an 
extension of the UTAUT. Former patients found a virtual assistant helpful in receiving information about logistic questions, 
treatment procedures, side effects, or scheduling appointments. The quantitative study found that the constructs performance 
expectancy (ß = 0.399), effort expectancy (ß = 0.258), social influence (ß = 0.114), and trust (ß = 0.210) significantly influenced 
behavioral intention to use a virtual assistant, explaining 80% of its variance. Self-efficacy (ß = 0.792) acts as antecedent of 
effort expectancy. Facilitating conditions and resistance to change were not found to have a significant relationship with user 
intention. Conclusions: Performance and effort expectancy are the leading determinants of virtual assistant acceptance. The 
latter is dependent on a patient’s self-efficacy. Therefore, including patients during the development and introduction of a VA in 
cancer treatment is important. The high relevance of trust indicates the need for a reliable, secure service that should be 
promoted as such. Social influence suggests using doctors in endorsing the VA. © 2022, The Author(s).
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This paper introduces a system that incorporates several strategies based on scientific models of how the brain records and 
recovers memories. Methodologically, an incremental prototyping approach has been applied to develop a satisfactory 
architecture that can be adapted to any language. A special case is studied and tested regarding the Spanish language. The 
applications of this proposal are vast because, in general, information such as text way, reports, emails, and web content, 
among others, is considered unstructured and, hence, the repositories based on SQL databases usually do not handle this kind of 
data correctly and efficiently. The conversion of unstructured textual information to structured one can be useful in contexts 
such as Natural Language Generation, Data Mining, and dynamic generation of theories, among others.
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Despite being the most widely used authentication mechanism, password-based authentication is not very secure, being easily 
guessed or brute-forced. To address this, many systems which especially value security adopt Multi-Factor Authentication 
(MFA), in which multiple different authentication mechanisms are used concurrently. JitHDA (Just-in-time human dynamics 
based authentication engine) is a new authentication mechanism which can add another option to MFA capabilities. JitHDA 
observes human behaviour and human dynamics to gather up to date information on the user from which authentication 
questions can be dynamically generated. This paper proposes a system that implements JitHDA, which we call Autonomous 
Inquiry-based Authentication Chatbot (AIAC). AIAC uses anomalous events gathered from a user’s recent activity to create 
personalized questions for the user to answer, and is designed to improve its own capabilities over time using neural networks 
trained on data gathered during authentication sessions. Due to using the user’s recent activity, they will be easy for the 
authentic user to answer and hard for a fraudulent user to guess, and as the user’s recent history updates between 
authentication sessions new questions will be dynamically generated to replace old ones. We intend to show in this paper that 
AIAC is a viable implementation of JitHDA. © 2022 by the authors.
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Telemental health care can be defined as the delivery of mental health care services at distance, by using information and 
communication technologies for the exchange of valid information for diagnosis, treatment and prevention of mental illnesses, 
as well as for research and education in the field of clinical psychiatry. While telemental health care practice was long 
established in many countries, its development proceeded with some variability worldwide. Over the past months, however, the 
recent COVID-19 pandemic has abruptly spread telemental health care practice worldwide, mostly to ensure the provision of 
care and assistance to psychiatric patients in spite of the governmental social contact restrictions. Although the process of rapid 
implementation has often happened at different rates and with different quality standards, across the various countries and 
sites, a global increase of the use of digital technologies has been reported. On the other hand, such recent events have also 
sparked a real paradigm shift in mental health care, significantly expanding the scope of e-mental health, given the recent 
availability of newer tools of digital psychiatry. In more detail, the use of mobile phones applications, of social media, of 
immersive reality and of chatbots is now driving psychiatry towards envisioning a more hybrid form of psychiatric practice, 
which holds the potential to finally overcome the traditional gap between the unmet needs of psychiatric patients and the 
relative lack of services and resources in mental health care. Here, the research evidence and the most compelling 
implementation issues in digital psychiatry will be reviewed.
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Large deep learning models have shown great potential with state-of-the-art results in many tasks. However, running these 
large models is quite challenging on an accelerator (GPU or TPU) because the on-device memory is too limited for the size of 
these models. Intra-layer model parallelism is an approach to address the issues by partitioning individual layers or operators 
across multiple devices in a distributed accelerator cluster. But, the data communications generated by intra-layer model 
parallelism can contribute to a significant proportion of the overall execution time and severely hurt the computational 
efficiency. As intra-layer model parallelism is critical to enable large deep learning models, this paper proposes a novel 
technique to effectively reduce its data communication overheads by overlapping communication with computation. With the 
proposed technique, an identified original communication collective is decomposed along with the dependent computation 
operation into a sequence of finer-grained operations. By creating more overlapping opportunities and executing the newly 
created, finer-grained communication and computation operations in parallel, it effectively hides the data transfer latency and 
achieves a better system utilization. Evaluated on TPU v4 Pods using different types of large models that have 10 billion to 1 
trillion parameters, the proposed technique improves system throughput by 1.14 - 1.38x. The achieved highest peak FLOPS 
utilization is 72% on 1024 TPU chips with a large language model that has 500 billion parameters. © 2022 Owner/Author.
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With advances in technology, personalized services provided by offline salespeople are replaced by new sales assistant methods, 
such as personalized chatbots in online and mobile environments. However, providing conversation-based recommendations 
may be insufficient to support consumers in online or mobile stores because they cannot experience the product in real-time. A 
salesperson often provides one-to-one customer support in an offline store, including verbal and visual recommendations. In 
this context, chatbots, the sales assistants, may better support consumers in the online and mobile environments by providing 
additional real-time visual information. This study aims to determine the condition of chatbots as online and mobile sales 
assistants, and the mechanisms by which consumers accept chatbots. The results indicate that a higher level of personalized 
chatbot messages enhances purchase intention through a sense of ease and understanding of the product. Moreover, additional 
real-time visual information (i.e., AR) supports chatbots in acting as successful sales assistants. © 2022 Elsevier Inc.
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BACKGROUND: The COVID-19 pandemic has had global impacts and caused some health systems to experience substantial 
pressure. The need for accurate health information has been felt widely. Chatbots have great potential to reach people with 
authoritative information, and a number of chatbots have been quickly developed to disseminate information about COVID-19. 
However, little is known about user experiences of and perspectives on these tools. OBJECTIVE: This study aimed to describe 
what is known about the user experience and user uptake of COVID-19 chatbots. METHODS: A scoping review was carried out in 
June 2021 using keywords to cover the literature concerning chatbots, user engagement, and COVID-19. The search strategy 
included databases covering health, communication, marketing, and the COVID-19 pandemic specifically, including MEDLINE 
Ovid, Embase, CINAHL, ACM Digital Library, Emerald, and EBSCO. Studies that assessed the design, marketing, and user features 
of COVID-19 chatbots or those that explored user perspectives and experience were included. We excluded papers that were 
not related to COVID-19; did not include any reporting on user perspectives, experience, or the general use of chatbot features 
or marketing; or where a version was not available in English. The authors independently screened results for inclusion, using 
both backward and forward citation checking of the included papers. A thematic analysis was carried out with the included 
papers. RESULTS: A total of 517 papers were sourced from the literature, and 10 were included in the final review. Our scoping 
review identified a number of factors impacting adoption and engagement including content, trust, digital ability, and 
acceptability. The papers included discussions about chatbots developed for COVID-19 screening and general COVID-19 
information, as well as studies investigating user perceptions and opinions on COVID-19 chatbots. CONCLUSIONS: The COVID-19 
pandemic presented a unique and specific challenge for digital health interventions. Design and implementation were required 
at a rapid speed as digital health service adoption accelerated globally. Chatbots for COVID-19 have been developed quickly as 
the pandemic has challenged health systems. There is a need for more comprehensive and routine reporting of factors 
impacting adoption and engagement. This paper has shown both the potential of chatbots to reach users in an emergency and 
the need to better understand how users engage and what they want.
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Background. Little is known about how social media platforms can be used to increase COVID-19 vaccine intent. We aimed to 
investigate the effect of social mediabased interventions on vaccine hesitancy in Japan. Methods. We conducted a three-arm 
randomized controlled trial between 5 November 2021 and 9 January 2022. Japanese aged 20 or above who had not received 
any COVID-19 vaccine and did not intend to be vaccinated were randomly assigned to one of the following three groups: (i) a 
control group (with no intervention), (ii) a group with a free chatbot in a popular messenger app called 'LINE,' which provided 
general information on COVID-19 vaccines and (iii) a group with free webinars where healthcare professionals interactively 
provided participants with the information on COVID-19 vaccines. The vaccine intention (VI) and three pre-defined Vaccine 
Confidence Index (VCI), including the importance, safety, and effectiveness of COVID-19 vaccines, were compared. Results. 1,158 
persons were included, and the baseline characteristics and demographics were balanced across three groups (Table 1). Among 
386 persons assigned to the chatbot group, 231 (59.8%) accessed the chatbot and answered the post-survey. The post-survey 
revealed no significant difference in VI or VCI between the chatbot group and the control group (Table 2).Among 386 persons 
assigned to the webinar group, 207 (53.6%) attended webinars and answered the post-survey. The post-survey revealed no 
difference in VI between the webinar group and the control group. However, the VCI for the importance and the effectiveness 
significantly increased in the webinar group. There was no difference in VCI for the safety. VCI for the importance and the 
effectiveness in the control group decreased without any intervention during the study period. Vaccine intention and confidence 
after interventions Conclusion. While this study demonstrated that neither the chatbot nor the webinar changed VI, VCI for the 
importance and the effectiveness significantly increased with the webinar intervention. Interactive webinars with live Q and A 
provided by professionals may have a role in increasing COVID-19 vaccine confidence. Given the degree of vaccine hesitancy 
worsened over time in the control group, timely intervention is required.
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NPJ Digit Med 2022 5 1 194 There is an increasing interest in developing artificial intelligence (AI) systems to process and interpret electronic health records 
(EHRs). Natural language processing (NLP) powered by pretrained language models is the key technology for medical AI systems 
utilizing clinical narratives. However, there are few clinical language models, the largest of which trained in the clinical domain 
is comparatively small at 110 million parameters (compared with billions of parameters in the general domain). It is not clear 
how large clinical language models with billions of parameters can help medical AI systems utilize unstructured EHRs. In this 
study, we develop from scratch a large clinical language model-GatorTron-using >90 billion words of text (including >82 billion 
words of de-identified clinical text) and systematically evaluate it on five clinical NLP tasks including clinical concept extraction, 
medical relation extraction, semantic textual similarity, natural language inference (NLI), and medical question answering 
(MQA). We examine how (1) scaling up the number of parameters and (2) scaling up the size of the training data could benefit 
these NLP tasks. GatorTron models scale up the clinical language model from 110 million to 8.9 billion parameters and improve 
five clinical NLP tasks (e.g., 9.6% and 9.5% improvement in accuracy for NLI and MQA), which can be applied to medical AI 
systems to improve healthcare delivery. The GatorTron models are publicly available at: 
https://catalog.ngc.nvidia.com/orgs/nvidia/teams/clara/models/gatortron_og .
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2022 5 1 There is an increasing interest in developing artificial intelligence (AI) systems to process and interpret electronic health records 
(EHRs). Natural language processing (NLP) powered by pretrained language models is the key technology for medical AI systems 
utilizing clinical narratives. However, there are few clinical language models, the largest of which trained in the clinical domain 
is comparatively small at 110 million parameters (compared with billions of parameters in the general domain). It is not clear 
how large clinical language models with billions of parameters can help medical AI systems utilize unstructured EHRs. In this 
study, we develop from scratch a large clinical language model-GatorTron-using > 90 billion words of text (including > 82 billion 
words of de-identified clinical text) and systematically evaluate it on five clinical NLP tasks including clinical concept extraction, 
medical relation extraction, semantic textual similarity, natural language inference (NLI), and medical question answering 
(MQA). We examine how (1) scaling up the number of parameters and (2) scaling up the size of the training data could benefit 
these NLP tasks. GatorTron models scale up the clinical language model from 110 million to 8.9 billion parameters and improve 
five clinical NLP tasks (e.g., 9.6% and 9.5% improvement in accuracy for NLI and MQA), which can be applied to medical AI 
systems to improve healthcare delivery.
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The advancement of information and communication technologies has led to an increasing use of conversational chatbots in the 
learning and teaching sector, especially for the second language (L2) acquisition. In the field of second language acquisition, the 
use of AI chatbots has been explored, mainly studying pedagogical approaches. However, there is a limited study in the 
development of empathetic strategies for dealing with learners' emotional discomfort, the impact of humor and the 
consideration of learners' cultural backgrounds. Thus, this study reviews the existing studies on AI second language (L2) 
chatbots to investigate the development of empathetic strategies for enhancing learners' learning outcomes. To achieve the aim 
of this study, prior studies from 2012 and 2022 of several popular databases, including Web of Science, ProQuest, IEEE and 
ScienceDirect are collected and analyzed. This study found that three dimensions such as cultural, empathetic and humorous 
dimensions have a positive influence on the application of AI L2 chatbots for enhancing learners' learning outcomes. This study 
also found that the development of an AI chatbot in L2 education has plenty of room for improvement. Several 
recommendations are made for enhancing the use of AI L2 chatbots which include integrating cross-cultural empathetic 
responses in conversational L2 chatbots, identifying how learners perceive and react to the learning content, and investigating 
the effects of cross-culture humor on learners' language proficiency.
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The advancement of information and communication technologies has led to an increasing use of conversational chatbots in the 
learning and teaching sector, especially for the second language (L2) acquisition. In the field of second language acquisition, the 
use of AI chatbots has been explored, mainly studying pedagogical approaches. However, there is a limited study in the 
development of empathetic strategies for dealing with learners' emotional discomfort, the impact of humor and the 
consideration of learners' cultural backgrounds. Thus, this study reviews the existing studies on AI second language (L2) 
chatbots to investigate the development of empathetic strategies for enhancing learners' learning outcomes. To achieve the aim 
of this study, prior studies from 2012 and 2022 of several popular databases, including Web of Science, ProQuest, IEEE and 
ScienceDirect are collected and analyzed. This study found that three dimensions such as cultural, empathetic and humorous 
dimensions have a positive influence on the application of AI L2 chatbots for enhancing learners' learning outcomes. This study 
also found that the development of an AI chatbot in L2 education has plenty of room for improvement. Several 
recommendations are made for enhancing the use of AI L2 chatbots which include integrating cross-cultural empathetic 
responses in conversational L2 chatbots, identifying how learners perceive and react to the learning content, and investigating 
the effects of cross-culture humor on learners' language proficiency.
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Although intelligent chatbot has been widely used in online customer service settings in modern E-business, scholars still have 
little understanding of the chatbot strategies implemented in product or service failure context. Aiming at this gap, this study 
explored whether, how, and when two chatbot acting-cute strategies (i.e. whimsical chatbot strategy and kindchenschema 
chatbot strategy) could soothe negative customer emotions when product or service failure happened. By using two 
experimental studies, the results demonstrated that both the whimsical chatbot strategy and the kindchenschema (baby 
schema) chatbot strategy could placate negative customer emotions via two mechanisms. In the high product or service failure 
severity context, the soothing effects of both strategies would weaken, while the kindchenschema chatbot strategy weakens 
less. The whimsical chatbot strategy is suitable for customers with high technology anxiety while the kindchenschema chatbot 
strategy is suitable for those who have low technology anxiety. The whimsical chatbot strategy was more effective with male 
customers than with female customers, while the kindchenschema chatbot strategy had the opposite effect. Finally, the 
theoretical and managerial implications were discussed. © 2022, The Author(s), under exclusive licence to Institute of Applied 
Informatics at University of Leipzig.
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Recommender system is an information filtering system that helps users filter a large number of invalid information to obtain 
information or items by estimating their interests and preferences. The mainstream traditional recommendation system mainly 
uses offline and historical user data to continuously train and optimize offline models, and then recommend items for online 
users. There are three main problems:the unreliable estimation of user preferences based on sparse and noisy historical data, 
the ignorance of online contextual factors that affect user behavior, and the unreliable assumption that users are aware of their 
preferences by default. Since the dialogue system focuses on the user's real-time feedback data and obtains the user's current 
interaction intentions, "conversational recommendation" combines the interactive form of the dialogue system with the 
recommendation task, and becomes an effective means to solve the traditional recommendation problem. Through online 
interactive methods, conversational recommendation can guide and capture users' current preferences and interests, and 
provide timely feedback and updates. Thanks to the widespread use of voice assistants and chatbot technologies, as well as the 
mature application of technologies such as reinforcement learning and knowledge graphs in recommendation strategies, in the 
past few years, more and more researchers have paid attention to conversational recommendation systems. This survey combs 
the overall framework of the conversational recommendation system, classifies the datasets used in the conversational 
recommendation algorithm, and discusses the relevant metrics to evaluate the effect of the conversational recommendation. 
Focusing on the background interaction strategy and recommendation logic in conversational recommendation, this survey 
summarizes the existing research achievements of the domestic and foreign researchers in recent years. And finally, this survey 
also summarizes and prospects future works of conversational recommendation. © 2022 Chinese Academy of Sciences. All 
rights reserved.
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Large language models utilizing transformer neural networks and other deep learning architectures demonstrated 
unprecedented results in many tasks previously accessible only to human intelligence. In this article, we collaborate with 
ChatGPT, an AI model developed by OpenAI to speculate on the applications of Rapamycin, in the context of Pascal's Wager 
philosophical argument commonly utilized to justify the belief in god. In response to the query "Write an exhaustive research 
perspective on why taking Rapamycin may be more beneficial than not taking Rapamycin from the perspective of Pascal's 
wager" ChatGPT provided the pros and cons for the use of Rapamycin considering the preclinical evidence of potential life 
extension in animals. This article demonstrates the potential of ChatGPT to produce complex philosophical arguments and 
should not be used for any off-label use of Rapamycin.
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Safety training enhances hazard awareness in the construction industry. Its effectiveness is a component of occupational safety 
and health. While face-to-face safety training has dominated in the past, the frequent lockdowns during COVID-19 have led us 
to rethink new solutions. A chatbot is messaging software that allows people to interact, obtain answers, and handle sales and 
inquiries through a computer algorithm. While chatbots have been used for language education, no study has investigated their 
usefulness for hazard awareness enhancement after chatbot training. In this regard, we developed four Telegram chatbots for 
construction safety training and designed the experiment as the treatment factor. Previous researchers utilized eye-tracking in 
the laboratory for construction safety research; most have adopted it for qualitative analyses such as heat maps or gaze plots to 
study visual paths or search strategies via eye-trackers, which only studied the impact of one factor. Our research has utilized an 
artificial intelligence-based eye-tracking tool. As hazard awareness can be affected by several factors, we filled this research 
void using 2-way interaction terms using the design of experiment (DOE) model. We designed an eye-tracking experiment to 
study the impact of site experience, Telegram chatbot safety training, and task complexity on hazard awareness, which is the 
first of its kind. The results showed that Telegram chatbot training enhanced the hazard awareness of participants with less 
onsite experience and in less complex scenarios. Low-cost chatbot safety training could improve site workers' danger awareness, 
but the design needs to be adjusted according to participants' experience. Our results offer insights to construction safety 
managers in safety knowledge sharing and safety training.

10.3389/fpubh.2022.993700 https://www.embase.com/search/results?subaction
=viewrecord&id=L639812856&from=export, 
http://dx.doi.org/10.3389/fpubh.2022.993700

M. Zvyagin, 
Brace, A., 
Hippe, K., 
Deng, Y., 
Zhang, B., 
Bohorquez, 
C. O., Clyde, 
A., Kale, B., 
Perez-Rivera, 
D., Ma, H., 
Mann, C. M., 
Irvin, M., 
Pauloski, J. 
G., Ward, L., 
Hayot-
Sasson, V., 
Emani, M., 
Foreman, S., 
Xie, Z., Lin, 
D., Shukla, 
M., Nie, W., 
Romero, J., 
Dallago, C., 
Vahdat, A., 
Xiao, C., 
Gibbs, T., 
Foster, I., 

   

GenSLMs: 
Genome-scale 
language models 
reveal SARS-CoV-
2 evolutionary 
dynamics

2022 (Zvyagin 
M.; 
Brace 
A.; 
Hippe 
K.; Clyde 
A.; 
Perez-
Rivera 
D.; Ma 
H.; 
Mann 
C.M.; 
Irvin M.; 
Ward L.; 
Hayot-
Sasson 
V.; 
Emani 
M.; 
Forema
n S.; Xie 
Z.; Lin 
D.; 
Shukla 
M.; 
Foster I.; 

 

computer, coronavirus disease 
2019, gene sequence, genome 
analysis, human, human 
experiment, language, 
nonhuman, pandemic, 
prediction, Severe acute 
respiratory syndrome 
coronavirus 2, variant of 
concern

We seek to transform how new and emergent variants of pandemic-causing viruses, specifically SARS-CoV-2, are identified and 
classified. By adapting large language models (LLMs) for genomic data, we build genome-scale language models (GenSLMs) 
which can learn the evolutionary landscape of SARS-CoV-2 genomes. By pre-training on over 110 million prokaryotic gene 
sequences and fine-tuning a SARS-CoV-2-specific model on 1.5 million genomes, we show that GenSLMs can accurately and 
rapidly identify variants of concern. Thus, to our knowledge, GenSLMs represents one of the first whole genome scale 
foundation models which can generalize to other prediction tasks. We demonstrate scaling of GenSLMs on GPU-based 
supercomputers and AI-hardware accelerators utilizing 1.63 Zettaflops in training runs with a sustained performance of 121 
PFLOPS in mixed precision and peak of 850 PFLOPS. We present initial scientific insights from examining GenSLMs in tracking 
evolutionary dynamics of SARS-CoV-2, paving the path to realizing this on large biological data.
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2023 7 1 01. Jan The launch of ChatGPT late last year has school teachers, conference organizers, Google and others worried, for different 
reasons. Where should we draw the line when it comes to artificial intelligence?
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There is currently no simple, widely available screening method for Alzheimer’s disease (AD), partly because the diagnosis of AD 
is complex and typically involves expensive and sometimes invasive tests not commonly available outside highly specialized 
clinical settings. Here, we developed an artificial intelligence (AI)-powered end-to-end system to detect AD and predict its 
severity directly from voice recordings. At the core of our system is the pre-trained data2vec model, the first high-performance 
self-supervised algorithm that works for speech, vision, and text. Our model was internally evaluated on the ADReSSo 
(Alzheimer’s Dementia Recognition through Spontaneous Speech only) dataset containing voice recordings of subjects 
describing the Cookie Theft picture, and externally validated on a test dataset from DementiaBank. The AI model can detect AD 
with average area under the curve (AUC) of 0.846 and 0.835 on held-out and external test set, respectively. The model was well-
calibrated (Hosmer-Lemeshow goodness-of-fit p-value = 0.9616). Moreover, the model can reliably predict the subject’s 
cognitive testing score solely based on raw voice recordings. Our study demonstrates the feasibility of using the AI-powered end-
to-end model for early AD diagnosis and severity prediction directly based on voice, showing its potential for screening 
Alzheimer’s disease in a community setting.
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There is currently no simple, widely available screening method for Alzheimer's disease (AD), partly because the diagnosis of AD 
is complex and typically involves expensive and sometimes invasive tests not commonly available outside highly specialized 
clinical settings. Here, we developed an artificial intelligence (AI)-powered end-to-end system to detect AD and predict its 
severity directly from voice recordings. At the core of our system is the pre-trained data2vec model, the first high-performance 
self-supervised algorithm that works for speech, vision, and text. Our model was internally evaluated on the ADReSSo 
(Alzheimer's Dementia Recognition through Spontaneous Speech only) dataset containing voice recordings of subjects 
describing the Cookie Theft picture, and externally validated on a test dataset from DementiaBank. The AI model can detect AD 
with average area under the curve (AUC) of 0.846 and 0.835 on held-out and external test set, respectively. The model was well-
calibrated (Hosmer-Lemeshow goodness-of-fit p-value = 0.9616). Moreover, the model can reliably predict the subject's 
cognitive testing score solely based on raw voice recordings. Our study demonstrates the feasibility of using the AI-powered end-
to-end model for early AD diagnosis and severity prediction directly based on voice, showing its potential for screening 
Alzheimer's disease in a community setting.
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Chatbots can provide valuable support to patients in assessing and guiding management of various health problems particularly 
when human resources are scarce. Chatbots can be affordable and efficient on-demand virtual assistants for mental health 
conditions, including anxiety and depression. We review features of chatbots available for anxiety or depression. Six 
bibliographic databases were searched including backward and forwards reference list checking. The initial search returned 
1302 citations. Post-filtering, 42 studies remained forming the final dataset for this scoping review. Most of the studies were 
from conference proceedings (62%, 26/42), followed by journal articles (26%, 11/42), reports (7%, 3/42), or book chapters (5%, 
2/42). About half of the reviewed chatbots had functionality targeting both anxiety and depression (60%, 25/42), whereas 38% 
(16/42) targeted only depression, 38% (16/42) anxiety and the remaining addressed other mental health issues along with 
anxiety and depression. Avatars or fictional characters were rarely used in these studies only 26% (11/42) despite their 
increasing popularity. Mental health chatbots could benefit in helping patients with anxiety and depression and provide 
valuable support to mental healthcare workers, particularly when resources are scarce. Real-time personal virtual assistance fills 
in this gap. Their role in mental health care is expected to increase.
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Nowadays, universities are using more technologies dealing with students' interactions. The chatbot supported with Artificial 
Intelligence (AI) - Deep Learning (DL) technology exhibited a better ability and efficiency in various assistant situations. 
However, the effectiveness of the education chatbot is still not satisfactory. This paper proposes a new chatbot framework that 
integrated students' learning profiles and enhanced chatbot components to improve student interaction. The new chatbot 
framework uses knowledge from the PS 2CLH model and AI - DL to build a proactive chatbot for assisting students' learning on 
their academic subjects and controllable learning factors. One of the principal novelties of the chatbot framework lies in the 
student-lecturer/assistant facilitator. The proactive chatbot applies multimodality to students' learning process to retain 
students' attention and explain the content in different ways using text, image, video, and audio to assist students and improve 
their learning experience effectively. Furthermore, the chatbot proactively suggests controllable learning factors for students to 
work on, improving their academic performance. The testing results demonstrated that the proactive chatbot offered sound 
accuracy and more effective learning support than other chatbots.
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Disasters are inevitable for the coastal community due to their geographical closeness to the vast ocean. Sea-level rise, coastal 
floods, cyclones, hurricanes, tsunamis, and even high tides affect coastal communities across the globe. It leads to substantial 
economic loss and loss of human lives and properties, affecting the coastal communities' livelihood and sustainability. Often the 
warning time and the preparation time to take action are relatively short. The community needs to be prepared to move to a 
safer location in this short duration. This work addresses the disaster risk reduction methods that need to be adopted by the 
coastal communities in India to reduce the impact of natural disasters and climate change risks they are susceptible. We 
propose an AI-based chatbot to provide accurate and up-to-date information about the spatiotemporally varying disaster 
scenarios and the vulnerability and resilience indexes. The AI-based chatbot will enhance the user experience and user safety by 
providing accurate information about disaster alerts through their smartphones. © 2023 ACM.
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2023 BACKGROUND: A significant proportion of people attending Primary Care (PC) have anxiety-depressive symptoms and work-
related burnout compounded by a lack of resources to meet their needs. The COVID-19 pandemic has exacerbated this problem 
and digital tools have been proposed as a solution. OBJECTIVE: We present the development, feasibility, and potential 
effectiveness studies of Vickybot, a chatbot aimed at screening, monitoring, and reducing anxiety-depressive symptoms and 
work-related burnout in PC patients and healthcare workers. METHODS: User-centered development strategies were adopted. 
Main functions included self-assessments, psychological modules, and emergency alerts. Healthy controls (HCs) tested Vickybot 
for reliability. (1) Simulation: HCs used Vickybot for 2 weeks to simulate different clinical situations. (2) Feasibility and 
effectiveness study: People consulting PC or healthcare workers with mental health problems were offered to use Vickybot for 
one month. Self-assessments for anxiety (GAD-7) and depression (PHQ-9) symptoms, and work-related burnout (based on the 
Maslach Burnout Inventory) were administered at baseline and every two weeks. Feasibility was determined from both 
subjective and objective user-engagement Indicators (UEIs). Potential effectiveness was measured using paired t-tests or the 
Wilcoxon signed-rank test for the change in self-assessment scores. RESULTS: 40 HCs tested Vickybot simultaneously, and data 
was transmitted and registered reliably. (1) Simulation: 17 HCs (73% female; mean age=36.5±9.7) received 98.8% of the 
expected modules according to each simulation. Suicidal alerts were correctly received. (2) Feasibility and potential 
effectiveness study: 34 patients (15 from PC and 19 healthcare workers; 77% female; mean age=35.3±10.1) completed the first 
self-assessments, with 34 (100%) presenting anxiety symptoms, 32 (94%) depressive symptoms, and 22 (64.7%) work-related 
burnout. Nine (26.5%) patients completed the second self-assessments after two weeks of use. No significant differences were 
found between the scores of the first and second self-assessments for anxiety [t(8) = 1.000, P = .34] or depressive [t(8) = .40, P = 
.70] symptoms. However, work-related burnout scores were moderately reduced (Z = -2.07, P = 0.038, r = .32). There was a non-
significant trend towards higher reduction in anxiety-depressive symptoms and work-related burnout with greater use of the 
chatbot. Three patients (8.8%) activated the suicide alert, and the research team intervened promptly with successful outcomes. 
Vickybot showed high subjective-UEIs, but low objective-UEIs (completion, adherence, compliance, and engagement). Feasibility 
was moderate. CONCLUSIONS: The chatbot was useful in screening for the presence and severity of anxiety and depressive 
symptoms, and detecting suicidal risk. Potential effectiveness was shown in reducing work-related burnout, but not anxiety or 
depressive symptoms. Subjective perceptions of use contrasted with low objective-use metrics. Our results are promising but 
suggest the need to adapt and enhance the smartphone-based solution in order to improve engagement. Consensus on how to 
report UEIs and validate digital solutions, especially for chatbots, are required.

10.2196/43293

F. Antaki, 
Touma, S., 
Milad, D., El-
Khoury, J., 
Duval, R.

Evaluating the 
Performance of 
ChatGPT in 
Ophthalmology: 
An Analysis of its 
Successes and 
Shortcomings

2023 (Antaki 
F.; 
Touma 
S.; 
Milad 
D.; El-
Khoury 
J.; Duval 
R., 
renaud.
duval@
gmail.co
m) 
Depart
ment of 
Ophthal
mology, 
Universi
té de 
Montré
al, 
Montre
al, QC, 
Canada

artificial intelligence, clinical 
decision making, general 
practice, human, intraocular 
tumor, language, medical 
education, multiple choice 
test, neuroophthalmology, 
recall, simulation

We tested the accuracy of ChatGPT, a large language model (LLM), in the ophthalmology question-answering space using two 
popular multiple choice question banks used for the high-stakes Ophthalmic Knowledge Assessment Program (OKAP) exam. The 
testing sets were of easy-to-moderate difficulty and were diversified, including recall, interpretation, practical and clinical 
decision-making problems. ChatGPT achieved 55.8% and 42.7% accuracy in the two 260-question simulated exams. Its 
performance varied across subspecialties, with the best results in general medicine and the worst in neuro-ophthalmology and 
ophthalmic pathology and intraocular tumors. These results are encouraging but suggest that specialising LLMs through domain-
specific pretraining may be necessary to improve their performance in ophthalmic subspecialties.
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Text style transfer aims at transforming the style of a piece of text while keeping its primary content. The style of the text is 
usually defined as a particular writing tone in different categories, such as formality, politeness, sentiment, and political slant. 
Recently, most of the work in the area has been devoted to the problem of sentiment transfer, which tries to transfer an 
opinionated text into a positive or negative perspective. It has applications in marketing, political news, chatbots, writing tools, 
and many others. On the other hand, emotions as the basic forms of sentiments have brought many attentions to different 
tasks, including image style transfer but they are not well expressed in text style transfer yet. This article presents a text 
emotion transfer model that transforms the style of a text to each of the predefined 'anger', 'fear', 'joy', and 'sadness' emotions. 
Relying on masked language modeling and transfer learning, the proposed model can perform efficiently on limited amounts of 
emotion-annotated data. Moreover, the model shows promising experimental results against other existing models considering 
style transfer accuracy, content preservation, and fluency in the ISEAR and TEC emotion corpora.(c) 2022 Elsevier B.V. All rights 
reserved.
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Currently, the online movie streaming business is growing rapidly, such as Netflix, Disney+, Amazon Prime Video, HBO, and 
Apple TV. The recommender system helps customers in getting information about movies that are in accordance with their 
wishes. Meanwhile, the development of messaging platform technology has made it easier for many people to communicate 
instantly. Utilizing a messaging platform to build a recommender system for movies, provides special benefits because people 
often access the messaging platform all the time. In the Indonesian language, there are many slang terms that the system must 
recognize. In this study, we build a chatbot on a messaging platform which users can interact with the system in natural 
language (in Indonesian language) and get recommendations. We use rule-based and maximum likelihood as a method in 
natural language processing (NLP), and content-based filtering for the recommendation process. The recommender system 
interaction is built through a conversation mechanism that will form a conversational recommender system. The interaction is 
based on a chatbot which is built using Dialogflow and implemented on the telegram. We use the accuracy of recommendations 
and user satisfaction to evaluate the system performance. The results obtained from the user study indicate that the NLP 
approach provides a positive experience for users. In addition, the system also produces an accuracy value of 83%. © 2023 
Institute of Advanced Engineering and Science. All rights reserved.
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We developed an open-source training framework to practice conversation skills in a controlled and immersive virtual reality 
(VR) environment. Virtual characters with different biographies were developed with which a conversation using natural 
language is possible. The virtual characters integrate a dialog management system (ChatScript) to provide different biographical 
memories. Natural language processing for the German language is integrated by using Kaldi, an open-source speech 
recognition toolkit. As the framework allows for interchangeable content there are many different possible application cases to 
apply within the criminal justice system. The VR frameworks code is available under an open-source license. In this article, an 
overview of the framework’s functionality is given as well as an outlook on possible areas of application. Statements about user 
acceptance and usability cannot yet be made, as relevant data have first to be gathered through a concrete application case. © 
2022 International Association for Correctional and Forensic Psychology.
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BACKGROUND: Conversational agents are currently a valid alternative to humans in first-level interviews with users who need 
information, even in-depth, about services or products. In application domains such as health care, this technology can become 
pervasive only if the perceived "quality in use" is appropriate. How to measure chatbot quality is an open question. The 
international standard ISO/IEC 25010 proposes a set of characteristics (effectiveness, efficiency, satisfaction, freedom from risk, 
and context coverage) to be considered when the "quality in use" of a software system has to be measured. BASIC PROCEDURE: 
This study proposes a clinical chatbot comparison method based on quality. The proposed approach is based on Analytic 
Hierarchy Process methodology (AHP). FINDINGS: Our contribution is twofold. First, we propose a set of measures for each 
characteristic of ISO/IEC 25010 according to three classes of functionality: providing information, providing prescriptions and 
process management. Moreover a quantitative method is proposed for making homogeneous the pairwise weights when the 
AHP is used for the "quality-in-use" comparison. As a case study, a comparison of two versions of a chatbot was performed. 
CONCLUSIONS: The results show that the proposed approach provides an effective reference base for performing quality 
comparisons of medical chatbots compliant with the ISO/IEC 25010 standard.
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Intent classification is a central component of a Natural Language Understanding (NLU) pipeline for conversational agents. The 
quality of such a component depends on the quality of the training data, however, for many conversational scenarios, the data 
might be scarce; in these scenarios, data augmentation techniques are used. Having general data augmentation methods that 
can generalize to many datasets is highly desirable. The work presented in this paper is centered around two main components. 
First, we explore the influence of various feature vectors on the task of intent classification using RASA’s text classification 
capabilities. The second part of this work consists of a generic method for efficiently augmenting textual corpora using large 
datasets of unlabeled data. The proposed method is able to efficiently mine for examples similar to the ones that are already 
present in standard, natural language corpora. The experimental results show that using our corpus augmentation methods 
enables an increase in text classification accuracy in few-shot settings. Particularly, the gains in accuracy raise up to 16% when 
the number of labeled examples is very low (e.g., two examples). We believe that our method is important for any Natural 
Language Processing (NLP) or NLU task in which labeled training data are scarce or expensive to obtain. Lastly, we give some 
insights into future work, which aims at combining our proposed method with a semi-supervised learning approach. © 2023 by 
the authors.
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We study GPT-3, a recent large language model, using tools from cognitive psychology. More specifically, we assess GPT-3's 
decision-making, information search, deliberation, and causal reasoning abilities on a battery of canonical experiments from the 
literature. We find that much of GPT-3's behavior is impressive: It solves vignette-based tasks similarly or better than human 
subjects, is able to make decent decisions from descriptions, outperforms humans in a multiarmed bandit task, and shows 
signatures of model-based reinforcement learning. Yet, we also find that small perturbations to vignette-based tasks can lead 
GPT-3 vastly astray, that it shows no signatures of directed exploration, and that it fails miserably in a causal reasoning task. 
Taken together, these results enrich our understanding of current large language models and pave the way for future 
investigations using tools from cognitive psychology to study increasingly capable and opaque artificial agents.
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BACKGROUND: The rising adoption of telehealth provides new opportunities for more effective and equitable health care 
information mediums. The ability of chatbots to provide a conversational, personal, and comprehendible avenue for learning 
about health care information make them a promising tool for addressing health care inequity as health care trends continue 
toward web-based and remote processes. Although chatbots have been studied in the health care domain for their efficacy for 
smoking cessation, diet recommendation, and other assistive applications, few studies have examined how specific design 
characteristics influence the effectiveness of chatbots in providing health information. OBJECTIVE: Our objective was to 
investigate the influence of different design considerations on the effectiveness of an educational health care chatbot. 
METHODS: A 2×3 between-subjects study was performed with 2 independent variables: a chatbot's complexity of responses (eg, 
technical or nontechnical language) and the presented qualifications of the chatbot's persona (eg, doctor, nurse, or nursing 
student). Regression models were used to evaluate the impact of these variables on 3 outcome measures: effectiveness, 
usability, and trust. A qualitative transcript review was also done to review how participants engaged with the chatbot. 
RESULTS: Analysis of 71 participants found that participants who received technical language responses were significantly more 
likely to be in the high effectiveness group, which had higher improvements in test scores (odds ratio [OR] 2.73, 95% CI 1.05-
7.41; P=.04). Participants with higher health literacy (OR 2.04, 95% CI 1.11-4.00, P=.03) were significantly more likely to trust 
the chatbot. The participants engaged with the chatbot in a variety of ways, with some taking a conversational approach and 
others treating the chatbot more like a search engine. CONCLUSIONS: Given their increasing popularity, it is vital that we 
consider how chatbots are designed and implemented. This study showed that factors such as chatbots' persona and language 
complexity are two design considerations that influence the ability of chatbots to successfully provide health care information.
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BACKGROUND: Despite efforts, the UK death rate from asthma is the highest in Europe, and 65% of people with asthma in the 
United Kingdom do not receive the professional care they are entitled to. Experts have recommended the use of digital 
innovations to help address the issues of poor outcomes and lack of care access. An automated SMS text messaging-based 
conversational agent (ie, chatbot) created to provide access to asthma support in a familiar format via a mobile phone has the 
potential to help people with asthma across demographics and at scale. Such a chatbot could help improve the accuracy of self-
assessed risk, improve asthma self-management, increase access to professional care, and ultimately reduce asthma attacks and 
emergencies. OBJECTIVE: The aims of this study are to determine the feasibility and usability of a text-based conversational 
agent that processes a patient's text responses and short sample voice recordings to calculate an estimate of their risk for an 
asthma exacerbation and then offers follow-up information for lowering risk and improving asthma control; assess the levels of 
engagement for different groups of users, particularly those who do not access professional services and those with poor 
asthma control; and assess the extent to which users of the chatbot perceive it as helpful for improving their understanding and 
self-management of their condition. METHODS: We will recruit 300 adults through four channels for broad reach: Facebook, 
YouGov, Asthma + Lung UK social media, and the website Healthily (a health self-management app). Participants will be 
screened, and those who meet inclusion criteria (adults diagnosed with asthma and who use WhatsApp) will be provided with a 
link to access the conversational agent through WhatsApp on their mobile phones. Participants will be sent scheduled and 
randomly timed messages to invite them to engage in dialogue about their asthma risk during the period of study. After a data 
collection period (28 days), participants will respond to questionnaire items related to the quality of the interaction. A pre- and 
postquestionnaire will measure asthma control before and after the intervention. RESULTS: This study was funded in March 
2021 and started in January 2022. We developed a prototype conversational agent, which was iteratively improved with 
feedback from people with asthma, asthma nurses, and specialist doctors. Fortnightly reviews of iterations by the clinical team 
began in September 2022 and are ongoing. This feasibility study will start recruitment in January 2023. The anticipated 
completion of the study is July 2023. A future randomized controlled trial will depend on the outcomes of this study and 
funding. CONCLUSIONS: This feasibility study will inform a follow-up pilot and larger randomized controlled trial to assess the 
impact of a conversational agent on asthma outcomes, self-management, behavior change, and access to care. INTERNATIONAL 
REGISTERED REPORT IDENTIFIER (IRRID): PRR1-10.2196/42965.
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BACKGROUND: Medical lexicons enable the natural language processing (NLP) of health texts. Lexicons gather terms and 
concepts from thesauri and ontologies, and linguistic data for part-of-speech (PoS) tagging, lemmatization or natural language 
generation. To date, there is no such type of resource for Spanish. CONSTRUCTION AND CONTENT: This article describes an 
unified medical lexicon for Medical Natural Language Processing in Spanish. MedLexSp includes terms and inflected word forms 
with PoS information and Unified Medical Language System[Formula: see text] (UMLS) semantic types, groups and Concept 
Unique Identifiers (CUIs). To create it, we used NLP techniques and domain corpora (e.g. MedlinePlus). We also collected terms 
from the Dictionary of Medical Terms from the Spanish Royal Academy of Medicine, the Medical Subject Headings (MeSH), the 
Systematized Nomenclature of Medicine - Clinical Terms (SNOMED-CT), the Medical Dictionary for Regulatory Activities 
Terminology (MedDRA), the International Classification of Diseases vs. 10, the Anatomical Therapeutic Chemical Classification, 
the National Cancer Institute (NCI) Dictionary, the Online Mendelian Inheritance in Man (OMIM) and OrphaData. Terms related 
to COVID-19 were assembled by applying a similarity-based approach with word embeddings trained on a large corpus. 
MedLexSp includes 100 887 lemmas, 302 543 inflected forms (conjugated verbs, and number/gender variants), and 42 958 
UMLS CUIs. We report two use cases of MedLexSp. First, applying the lexicon to pre-annotate a corpus of 1200 texts related to 
clinical trials. Second, PoS tagging and lemmatizing texts about clinical cases. MedLexSp improved the scores for PoS tagging 
and lemmatization compared to the default Spacy and Stanza python libraries. CONCLUSIONS: The lexicon is distributed in a 
delimiter-separated value file; an XML file with the Lexical Markup Framework; a lemmatizer module for the Spacy and Stanza 
libraries; and complementary Lexical Record (LR) files. The embeddings and code to extract COVID-19 terms, and the Spacy and 
Stanza lemmatizers enriched with medical terms are provided in a public repository.
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Patients surviving head and neck cancer (HNC) suffer from high physical, psychological, and socioeconomic burdens. Achieving 
cancer-free survival with an optimal quality of life (QoL) is the primary goal for HNC patient management. So, maintaining 
lifelong surveillance is critical. An ambitious goal would be to carry this out through the advanced analysis of environmental, 
emotional, and behavioral data unobtrusively collected from mobile devices. The aim of this clinical trial is to reduce, with non-
invasive tools (i.e., patients' mobile devices), the proportion of HNC survivors (i.e., having completed their curative treatment 
from 3 months to 10 years) experiencing a clinically relevant reduction in QoL during follow-up. The Big Data for Quality of Life 
(BD4QoL) study is an international, multicenter, randomized (2:1), open-label trial. The primary endpoint is a clinically relevant 
global health-related EORTC QLQ-C30 QoL deterioration (decrease ≥10 points) at any point during 24 months post-treatment 
follow-up. The target sample size is 420 patients. Patients will be randomized to be followed up using the BD4QoL platform or 
per standard clinical practice. The BD4QoL platform includes a set of services to allow patients monitoring and empowerment 
through two main tools: a mobile application installed on participants' smartphones, that includes a chatbot for e-coaching, and 
the Point of Care dashboard, to let the investigators manage patients data. In both arms, participants will be asked to complete 
QoL questionnaires at study entry and once every 6 months, and will undergo post-treatment follow up as per clinical practice. 
Patients randomized to the intervention arm (n=280) will receive access to the BD4QoL platform, those in the control arm 
(n=140) will not. Eligibility criteria include completing curative treatments for non-metastatic HNC and the use of an Android-
based smartphone. Patients undergoing active treatments or with synchronous cancers are excluded. Clinical Trial Registration: 
ClinicalTrials.gov, identifier (NCT05315570).
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2023 BACKGROUND: The potential of chatbots for screening and monitoring COVID-19 was envisioned since the very outbreak of the 
disease. Chatbots can help disseminate up-to-date and trustworthy information, promote healthy social behavior and support 
the provision of healthcare services safely and at scale. In this scenario and in view of its far-reaching post-pandemic impact, it 
is critically important to evaluate user experience with this kind of application. OBJECTIVE: To evaluate the quality of user 
experience with a chatbot designed in response to the COVID-19 pandemic by a large telehealth service in Brazil, focusing on an 
analysis of usability with real users and on an exploration of strengths and shortcomings of the chatbot as revealed in reports by 
participants in simulated scenarios. METHODS: We examined a chatbot developed by a multidisciplinary team and used as a 
component within the workflow of a local public healthcare service. The chatbot had two core functionalities: assisting online 
screening of COVID-19 symptom severity and providing evidence-based information to the population. From October 2020 to 
January 2021, we conducted a mixed-methods approach and performed a twofold evaluation of user experience with our 
chatbot by two methods: (i) a post-task usability Likert-scale survey presented to all users upon concluding their interaction 
with the bot; and (ii) an interview with volunteer participants who engaged in a simulated interaction with the bot guided by 
the interviewer. RESULTS: Usability assessment with 63 users revealed very good scores for chatbot usefulness (4.57), likelihood 
of being recommended (4.48), ease of use (4.44) and user satisfaction (4.38). Interviews with 15 volunteers provided insights 
into strengths and shortcomings in our bot. Comments on positive aspects and problems reported by users were analyzed in 
terms of recurrent themes. We identified six positive aspects and fifteen issues organized in two main categories: usability of 
the chatbot and health support offered by it, the former referring to usability of the chatbot and its interactive resources and 
the latter to the chatbot goal in supporting people during the pandemic through the screening process and education to users 
through informative content. We found six themes accounting for what people liked most about our chatbot and why they 
found it useful, three themes pertaining to the usability domain and three regarding health support. Besides positive feedback, 
our findings identified 15 types of problems producing a negative impact on users, ten of them related to the usability of the 
chatbot and five related to the health support it provides. CONCLUSIONS: Our results indicate that users had an overall positive 
experience with the chatbot and found the health support relevant. Nonetheless, the qualitative evaluation of the chatbot 
indicated challenges and directions to be pursued in improving, not only our COVID chatbot, but health chatbots in general.
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Medical experts may use Artificial Intelligence (AI) systems with greater trust if these are supported by ‘contextual explanations’ 
that let the practitioner connect system inferences to their context of use. However, their importance in improving model usage 
and understanding has not been extensively studied. Hence, we consider a comorbidity risk prediction scenario and focus on 
contexts regarding the patients’ clinical state, AI predictions about their risk of complications, and algorithmic explanations 
supporting the predictions. We explore how relevant information for such dimensions can be extracted from Medical guidelines 
to answer typical questions from clinical practitioners. We identify this as a question answering (QA) task and employ several 
state-of-the-art Large Language Models (LLM) to present contexts around risk prediction model inferences and evaluate their 
acceptability. Finally, we study the benefits of contextual explanations by building an end-to-end AI pipeline including data 
cohorting, AI risk modeling, post-hoc model explanations, and prototyped a visual dashboard to present the combined insights 
from different context dimensions and data sources, while predicting and identifying the drivers of risk of Chronic Kidney 
Disease (CKD) - a common type-2 diabetes (T2DM) comorbidity. All of these steps were performed in deep engagement with 
medical experts, including a final evaluation of the dashboard results by an expert medical panel. We show that LLMs, in 
particular BERT and SciBERT, can be readily deployed to extract some relevant explanations to support clinical usage. To 
understand the value-add of the contextual explanations, the expert panel evaluated these regarding actionable insights in the 
relevant clinical setting. Overall, our paper is one of the first end-to-end analyses identifying the feasibility and benefits of 
contextual explanations in a real-world clinical use case. Our findings can help improve clinicians’ usage of AI models.

10.1016/j.artmed.2023.102498 https://www.embase.com/search/results?subaction
=viewrecord&id=L2022603711&from=export, 
http://dx.doi.org/10.1016/j.artmed.2023.102498



J. Chatterjee, 
Dethlefs, N.

This new 
conversational AI 
model can be 
your friend, 
philosopher, and 
guide ... and 
even your worst 
enemy

Patterns (N Y) 2023 4 1 100676 We explore the recently released ChatGPT model, one of the most powerful conversational AI models that has ever been 
developed. This opinion provides a perspective on its strengths and weaknesses and a call to action for the AI community 
(including academic researchers and industry) to work together on preventing potential misuse of such powerful AI models in 
our everyday lives.
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As a human-friendly system, the artificial intelligence (AI) robot is one of the critical applications in promoting precision 
education. Alongside the call for humanity-oriented applications in education, AI robot supported precision education has 
developed into an active field, with increasing literature available. This study aimed to comprehensively analyze directions taken 
in the past in this research field to interpret a roadmap for future work. By adopting structural topic modeling, the Mann-
Kendall trend test, and keyword analysis, we investigated the research topics and their dynamics in the field based on literature 
collected from Web of Science and Scopus databases up to 2021. Results showed that AI robots and chatbots had been widely 
used in different subject areas (e.g., early education, STEM education, medical, nursing, and healthcare education, and language 
education) for promoting collaborative learning, mobile/game-based learning, distance learning, and affective learning. 
However, a limited practice in developing true human-centered AI (HCAI)-supported educational robots is available. To advance 
HCAI in education and its application in educational robots for precision education, we suggested involving humans in AI robot 
design, thinking of individual learners, testing, and understanding the learner-AI robot interaction, taking an HCAI 
multidisciplinary approach in robot system development, and providing sufficient technical support for instructors during robot 
implementation.
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In higher education, low teacher-student ratios can make it difficult for students to receive immediate and interactive help. 
Chatbots, increasingly used in various scenarios such as customer service, work productivity, and healthcare, might be one way 
of helping instructors better meet student needs. However, few empirical studies in the field of Information Systems (IS) have 
investigated pedagogical chatbot efficacy in higher education and fewer still discuss their potential challenges and drawbacks. 
In this research we address this gap in the IS literature by exploring the opportunities, challenges, efficacy, and ethical concerns 
of using chatbots as pedagogical tools in business education. In this two study project, we conducted a chatbot-guided interview 
with 215 undergraduate students to understand student attitudes regarding the potential benefits and challenges of using 
chatbots as intelligent student assistants. Our findings revealed the potential for chatbots to help students learn basic content 
in a responsive, interactive, and confidential way. Findings also provided insights into student learning needs which we then 
used to design and develop a new, experimental chatbot assistant to teach basic AI concepts to 195 students. Results of this 
second study suggest chatbots can be engaging and responsive conversational learning tools for teaching basic concepts and for 
providing educational resources. Herein, we provide the results of both studies and discuss possible promising opportunities and 
ethical implications of using chatbots to support inclusive learning. © 2022, The Author(s), under exclusive licence to Springer 
Science+Business Media, LLC, part of Springer Nature.
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BACKGROUND: Chatbots have become a promising tool to support public health initiatives. Despite their potential, little 
research has examined how individuals interacted with chatbots during the COVID-19 pandemic. Understanding user-chatbot 
interactions is crucial for developing services that can respond to people's needs during a global health emergency. OBJECTIVE: 
This study examined the COVID-19 pandemic-related topics online users discussed with a commercially available social chatbot 
and compared the sentiment expressed by users from 5 culturally different countries. METHODS: We analyzed 19,782 
conversation utterances related to COVID-19 covering 5 countries (the United States, the United Kingdom, Canada, Malaysia, 
and the Philippines) between 2020 and 2021, from SimSimi, one of the world's largest open-domain social chatbots. We 
identified chat topics using natural language processing methods and analyzed their emotional sentiments. Additionally, we 
compared the topic and sentiment variations in the COVID-19-related chats across countries. RESULTS: Our analysis identified 
18 emerging topics, which could be categorized into the following 5 overarching themes: "Questions on COVID-19 asked to the 
chatbot" (30.6%), "Preventive behaviors" (25.3%), "Outbreak of COVID-19" (16.4%), "Physical and psychological impact of 
COVID-19" (16.0%), and "People and life in the pandemic" (11.7%). Our data indicated that people considered chatbots as a 
source of information about the pandemic, for example, by asking health-related questions. Users turned to SimSimi for 
conversation and emotional messages when offline social interactions became limited during the lockdown period. Users were 
more likely to express negative sentiments when conversing about topics related to masks, lockdowns, case counts, and their 
worries about the pandemic. In contrast, small talk with the chatbot was largely accompanied by positive sentiment. We also 
found cultural differences, with negative words being used more often by users in the United States than by those in Asia when 
talking about COVID-19. CONCLUSIONS: Based on the analysis of user-chatbot interactions on a live platform, this work provides 
insights into people's informational and emotional needs during a global health crisis. Users sought health-related information 
and shared emotional messages with the chatbot, indicating the potential use of chatbots to provide accurate health 
information and emotional support. Future research can look into different support strategies that align with the direction of 
public health policy.
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COVID-19 has impacted billions of people and health care systems globally. However, there is currently no publicly available 
chatbot for patients and care providers to determine the potential severity of a COVID-19 infection or the possible biological 
system responses and comorbidities that can contribute to the development of severe cases of COVID-19. This preliminary 
investigation assesses this lack of a COVID-19 case-by-case chatbot into consideration when building a decision tree with binary 
classification that was stratified by age and body system, viral infection, comorbidities, and any manifestations. After reviewing 
the relevant literature, a decision tree was constructed using a suite of tools to build a stratified framework for a chatbot 
application and interaction with users. A total of 212 nodes were established that were stratified from lung to heart conditions 
along body systems, medical conditions, comorbidities, and relevant manifestations described in the literature. This resulted in a 
possible 63,360 scenarios, offering a method toward understanding the data needed to validate the decision tree and 
highlighting the complicated nature of severe cases of COVID-19. The decision tree confirms that stratification of the viral 
infection with the body system while incorporating comorbidities and manifestations strengthens the framework. Despite 
limitations of a viable clinical decision tree for COVID-19 cases, this prototype application provides insight into the type of data 
required for effective decision support.
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INTRODUCTION: Chatbots, which are also known as conversational or virtual agents, are digital programs that can interact with 
humans using voice, text, or animation. They have shown promise in providing preconception, pregnancy, and postpartum care. 
This review aims to consolidate the insights of parents and parents-to-be in using chatbots to improve their preconception, 
pregnancy, and postpartum health. METHODS: Seven electronic databases were searched from their inception dates until April 
2022 (PubMed, Embase, CINAHL, PsycINFO, Web of Science, Scopus, and ProQuest Dissertations and Theses Global) for relevant 
studies. English language primary studies that were conducted on parents or parents-to-be aged ≥18 years old who had 
undergone interventions involving the use of any type of chatbot were included in this review. The quality of included studies 
was appraised using the Mixed Methods Appraisal Tool. A convergent qualitative synthesis design for mixed studies reviews was 
used to synthesize the findings, and results were thematically analyzed. RESULTS: Fifteen studies met the inclusion criteria: 
quantitative (n = 11), qualitative (n = 1), and mixed method (n = 3). Three main themes were identified: (1) welcoming a new 
health resource, (2) obstacles blocking the way, and (3) moving toward a digital health era. DISCUSSION: Parents and parents-to-
be appreciated the informational, socioemotional, and psychological support provided by chatbots. Recommendations for 
technological improvements in the functionality of the chatbots were made that include training sessions for health care 
providers to familiarize them with this new digital technology. Multidisciplinary chatbot development teams could also be 
established to develop more comprehensive chatbot-delivered health programs for more diverse populations.
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The novel coronavirus (COVID-19) pandemic is rampant around the world, and teachers and students are unable to attend 
physical classes in the midst of a serious outbreak. This study aims to design a user-friendly, educational chatbot application 
interface that can be used as an after-school self-learning tool for students to enhance their interest and comprehension and 
increase the effectiveness of their learning at home. The system adopts the Chatfuel platform as the core interface and 
incorporates augmented reality technology to build a chatbot that allows users to interact with it after they have logged in to 
Facebook. The content is based on the biology subject of the first year of junior high school and is integrated into the online 
teaching with augmented reality teaching materials. A user survey is conducted to understand students’ attitudes towards 
learning biology with the aid of the ARCS motivation model, with 102 valid questionnaires received. The results show that the 
AR-based chatbot system developed in this study significant influenced the indicators in the ARCS motivation model; therefore, 
the intention to use the system is presumed to result in a noticeable increase in student learning outcomes when using the 
system. Accordingly, this study proposes new online learning tools for students to use at home during the pandemic, and the 
system also provides references for the future development and modification of educational chatbots. © 2023 by the authors.
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BACKGROUND: Only a minority of adults aged over 50 years meet physical activity (PA) guidelines of the World Health 
Organization (WHO). eHealth interventions are proven effective tools to help this population increase its PA levels in the short 
term, among which the Active Plus and I Move interventions have been developed by our own research group. To achieve long-
term effects, increase intervention use, and decrease dropout rates, 3 emergent but different mobile elements (an activity 
tracker, an ecological momentary intervention [EMI] program, and a chatbot) were added separately to Active Plus and I Move. 
In this study, the prototype development and pilot-testing of these interventions is described. OBJECTIVE: This study aims to 
enhance 2 existing PA-stimulating computer-based interventions with 3 mobile elements (an activity tracker, an EMI program, 
or a chatbot) and test the prototypes on usability and appreciation within a target population of adults aged over 50 years. 
METHODS: A systematic design protocol consisting of development, evaluation, and adaptation procedures was followed with 
involvement of the target population. Literature searches separated per mobile element and interviews with the target 
population (N=11) led to 6 prototypes: Active Plus or I Move including (1) an activity tracker, (2) EMI, or (3) a chatbot. These 
prototypes were tested on usability and appreciation during pilot tests (N=47) and subsequently fine-tuned based on the 
results. RESULTS: The literature searches and interviews provided important recommendations on the preferences of the target 
population, which enabled us to develop prototypes. The subsequent pilot tests showed that the mobile elements scored 
moderate to good on usability, with average System Usability Scale (SUS) scores of 52.2-82.2, and moderate to good on 
enjoyment and satisfaction, with average scores ranging from 5.1 to 8.1 on a scale of 1-10. The activity tracker received the best 
scores, followed by EMI, followed by the chatbot. Based on the findings, the activity tracker interventions were fine-tuned and 
technical difficulties regarding EMI and the chatbot were solved, which is expected to further improve usability and 
appreciation. CONCLUSIONS: During this study, 6 prototypes of online PA interventions with added mobile elements were 
developed and tested for usability and appreciation. Although all prototypes scored moderate to high on usability, enjoyment, 
and satisfaction, it can be concluded that the integration of an activity tracker with a computer-based PA intervention is the 
most promising option among the 3 mobile elements tested during this study. The prototype development steps of the 
systematic design protocol followed can be considered useful and successful for the purposes of this study. The interventions 
can now be evaluated on a larger scale through a randomized controlled trial. INTERNATIONAL REGISTERED REPORT IDENTIFIER 
(IRRID): RR2-10.2196/31677.
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It's no secret that the commercial application of NLP technologies has exploded in recent years. From chatbots and virtual 
assistants to machine translation and sentiment analysis, NLP technologies are now being used in a wide variety of applications 
across a range of industries. With the increasing demand for technologies that can process human language, investors have 
been eager to get a piece of the action. In this article, we look at NLP startup funding over the past year, identifying the 
applications and domains that have received investment. © The Author(s), 2023. Published by Cambridge University Press.
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Openly available natural language generation (NLG) algorithms can generate human-like texts across domains. Given their 
potential, ethical challenges arise such as being used as a tool for misinformation. It is necessary to understand both how these 
texts are generated from an algorithmic point of view, and how they are evaluated by a general audience. In this study, our aim 
was to investigate how people react to texts generated algorithmically, whether they are indistinguishable from original/human-
generated texts, and the value people assign these texts. Using original text-based archives, and text-based archives generated 
by artificial intelligence (AI), findings from our preregistered study (N = 228) revealed that people were more likely to preserve 
original archives compared with AI-generated archives. Although participants were unable to accurately distinguish between AI-
generated and original archives, participants assigned lower value to archives they categorized as AI-generated compared with 
those they categorized as original. People's judgements of value were also influenced by their attitudes toward AI. These 
findings provide a richer understanding of how the emergent practice of automated text creation alters the practices of readers 
and writers, and have implications for how readers' attitudes toward AI affect the use and value of AI-based applications and 
creations.
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Purpose: The main purpose of this paper is to explore how robots are being used in the library to transform library services and 
what are the future possibilities of application of robots in libraries. Design/methodology/approach: Analyzing various library 
websites and consulting literature relating to the use of robots in libraries, the current application of robots in libraries has been 
enumerated. Findings: With the practical examples of libraries using different types of robots, this study summarizes diverse 
activities of artificial intelligence-mediated robots: managing the shelf, controlling circulation workflow, assisting in document 
retrieval, transporting articles, acting as subject guides, attending reference queries, etc. Originality/value: This paper highlights 
how the introduction of robots in libraries improves the service productivity and creates a more engaging environment with the 
user group. The benefits and challenges of using robots in the library and the future possibilities are also discussed. © 2022, 
Emerald Publishing Limited.
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In the last decades, data-to-text (D2T) systems that directly learn from data have gained a lot of attention in natural language 
generation. These systems need data with high quality and large volume, but unfortunately some natural languages suffer from 
the lack of readily available generation datasets. This article describes our efforts to create a new Turkish dataset (Tr-D2T) that 
consists of meaning representation and reference sentence pairs without fine-grained word alignments. We utilize Turkish web 
resources and existing datasets in other languages for producing meaning representations and collect reference sentences by 
crowdsourcing native speakers. We particularly focus on the generation of single-sentence biographies and dining venue 
descriptions. In order to motivate future Turkish D2T studies, we present detailed benchmarking results of different sequence-to-
sequence neural models trained on this dataset. To the best of our knowledge, this work is the first of its kind that provides 
preliminary findings and lessons learned from the creation of a new Turkish D2T dataset. Moreover, our work is the first 
extensive study that presents generation performances of transformer and recurrent neural network models from meaning 
representations in this morphologically-rich language. © 2022 Elsevier Ltd
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Repair describes the process through which participants in conversation address problems in speaking, understanding, and 
hearing. In interactions with AI-driven chatbots, user repair addresses chatbots' lack of understanding or misunderstanding of 
the user's intent. This paper represents a user-centred description of user repair strategies in interactions with a task-oriented 
chatbot. It is based on the analysis of simulated user interactions with a chatbot facilitating health appointment bookings. The 
analysis shows that the repair strategies which users draw on most frequently (e.g., rephrasing) are not necessarily the ones 
which prompt the bot to correctly recognise intent and provide relevant responses, whereas the less frequently used self-repair 
strategies (e.g. restating the intent) are more successful in achieving intent recognition. This suggest that the rules of 
interaction with conversational AI need to be made explicit to users as they lack familiarity with the context, limitations and 
patterning of interactions facilitated through AI. © 2022 The Author(s)
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Retaining learner engagement is a major challenge in online learning environments, which is even more intensified with 
learning spaces increasingly built by combining resources from multiple independent sources. Narrative-centric learning 
experience has been found to improve learner engagement by several researchers. Towards this end, we propose an AI-based 
approach that generates auxiliary learning content called narrative fragments which are interspersed into the learning 
pathways to create interactive learning narratives. The proposed approach consists of the automatic generation of two types of 
narrative fragments– overviews of the learning pathway segments and reflection quizzes or formative assessments from 
learning resources in any format including open educational resources. The pipeline for the generation of the narrative 
fragments consists of various components based on different semantic models and a natural language generation (NLG) 
component based on a pre-trained language model GPT-2 (Generative Pre-trained Transformer 2). Automation enables the 
generation of narrative fragments on the fly whenever there are changes in the learning pathway due to the need for 
reiteration of concepts, pre-requisite knowledge acquisition, etc., enabling adaptability in the learning pathways. The proposed 
approach is domain agnostic which makes it easily adaptable to different domains. The NLG model is evaluated using ROUGE 
scores against several baselines. Automatically generated narrative fragments are evaluated by human evaluators. We obtained 
encouraging results in both cases. © 2022 The Authors
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BACKGROUND: Chatbots are a relatively new technology that has shown promising outcomes for mental health symptoms in 
adults; however, few studies have been done with adolescents or reported adolescent user experiences and recommendations 
for chatbot development. METHODS: Twenty three participants ages 13-18 (M(age)  = 14.96) engaged in user testing of a 
chatbot developed to psychoeducate adolescents on depression, teach behavioral activation, and change negative thoughts. 
Thematic analysis was conducted of participants' responses to user experience questions, impressions, and recommendations. 
RESULTS: Over half (56.5%) of the sample completed the full intervention and provided user experience feedback online. The 
average NPS score was 6.04 (SD = 2.18), and 64.3% (n = 9) said they would use the chatbot in the future. Of all user experience 
responses, 54.5% were positive. The most common impressions were related to symptom improvement (61.1%) and availability 
(52.8%) The most frequent recommendations were related to solving technical problems (66%). CONCLUSIONS: Chatbots for 
mental health are acceptable to some adolescents, a population that tends to be reluctant to engage with traditional mental 
health services. Most participants reported positive experiences with the chatbot, believing that it could help with symptom 
improvement and is highly available. Adolescents highlighted some technical and stylistic problems that developers should 
consider. More pilot and user testing is needed to develop mental health chatbots that are appealing and relevant to 
adolescents.
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Artificial Machine Intelligence is a very complicated topic. It involves creating machines that are capable of simulating 
knowledge. This paper examines some of the latest AI patterns and activities and then provides alternative theory of change in 
some of the popular and widely accepted postulates of today. Based on basic A.I. (Artificial Intelligence) structuring and working 
for this, System-Chatbots are made (or chatter bots). The paper shows that A.I is ever improving. The paper comes under a 
major Domain of AI. It also has a sub domain as machine learning, because machine learning algorithm is used in this paper. The 
scope of this paper is to show the closest match of the input which is provided by the customer. It interacts with a customer 
until the customer queries get solved. It is used in the business website purpose. Natural Language Processing, allowing users to 
communicate with college Interactive agent using natural language input and to train Interactive agent using appropriate 
Machine Learning methods so it will be able to generate a response. There are numerous applications that are incorporating a 
human appearance and intending to simulate human dialog, yet in most part of the cases knowledge of Interactive agent is 
stored in a database created by a human expert.
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medRxiv 2023 Large-language models like ChatGPT have recently received a great deal of attention. To assess ChatGPT in the field of genetics, 
we compared its performance to human respondents in answering genetics questions (involving 13,636 responses) that had 
been posted on social media platforms starting in 2021. Overall, ChatGPT did not perform significantly differently than human 
respondents, but did significantly better on memorization-type questions versus critical thinking questions, frequently provided 
different answers when asked questions multiple times, and provided plausible explanations for both correct and incorrect 
answers.
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Collaborative design approaches have been increasingly adopted in the design of learning technologies since they contribute to 
develop pedagogically inclusive and appropriate learning designs. Despite the positive reception of collaborative design 
strategies in technology-enhanced learning, little attention has been dedicated to analyzing the challenges faced in design 
processes using a collaborative approach. In this paper, we disclose the collaborative design of a chatbot for self-regulated 
learning in higher education using an action research approach. We analyze the design process of EDUguia chatbot, which 
includes diverse evidence from questionnaires and workshops with students and lecturers, as well as intermediary design 
objects. Based on the qualitative analysis, we identify several challenges that are transversal to the co-design work, as well as 
specific to the design phases. We critically reflect on the strategies deployed to overcome these challenges and how they relate 
to decision-making processes, highlighting the need to make stakeholders' tacit knowledge explicit, cultivate trust-building and 
support democratic decision-making in technology design processes. We believe that the recommendations we present in this 
paper contribute to developing best practices in the collaborative design of chatbots for the self-regulation of learning, as well 
as learning technology in general. SUPPLEMENTARY INFORMATION: The online version contains supplementary material 
available at 10.1007/s10639-022-11162-w.
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BACKGROUND: Depression is common during adolescence. Early intervention can prevent it from developing into more 
progressive mental disorders. Combining information technology and clinical psychoeducation is a promising way to intervene 
at an earlier stage. However, data-driven research on the cognitive response to health information targeting adolescents with 
symptoms of depression is lacking. OBJECTIVE: This study aimed to fill this knowledge gap through a new understanding of 
adolescents' cognitive response to health information about depression. This knowledge can help to develop population-specific 
information technology, such as chatbots, in addition to clinical therapeutic tools for use in general practice. METHODS: The 
data set consists of 1870 depression-related questions posted by adolescents on a public web-based information service. Most 
of the posts contain descriptions of events that lead to depression. On a sample of 100 posts, we conducted a qualitative 
thematic analysis based on cognitive behavioral theory investigating behavioral, emotional, and symptom responses to beliefs 
associated with depression. RESULTS: Results were organized into four themes. (1) Hopelessness, appearing as a set of negative 
beliefs about the future, possibly results from erroneous beliefs about the causal link between risk factors and the course of 
depression. We found beliefs about establishing a sturdy therapy alliance as a responsibility resting on the patient. (2) Therapy 
hesitancy seemed to be associated with negative beliefs about therapy prognosis and doubts about confidentiality. (3) Social 
shame appeared as a consequence of impaired daily function when the cause is not acknowledged. (4) Failing to attain social 
interaction appeared to be associated with a negative symptom response. In contrast, actively obtaining social support reduces 
symptoms and suicidal thoughts. CONCLUSIONS: These results could be used to meet the clinical aims stated by earlier 
psychoeducation development, such as instilling hope through direct reattribution of beliefs about the future; challenging 
causal attributions, thereby lowering therapy hesitancy; reducing shame through the mechanisms of externalization by 
providing a tentative diagnosis despite the risk of stigmatizing; and providing initial symptom relief by giving advice on how to 
open up and reveal themselves to friends and family and balance the message of self-management to fit coping capabilities. An 
active counseling style advises the patient to approach the social environment, demonstrating an attitude toward self-action.
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INTRODUCTION: Mental health issues have been on the rise among children and adolescents, and digital parenting programs 
have shown promising outcomes. However, there is limited research on the potential efficacy of utilizing chatbots to promote 
parental skills. This study aimed to understand whether parents learn from a parenting chatbot micro intervention, to assess the 
overall efficacy of the intervention, and to explore the user characteristics of the participants, including parental busyness, 
assumptions about parenting, and qualitative engagement with the chatbot. METHODS: A sample of 170 parents with at least 
one child between 2-11 years old were recruited. A randomized control trial was conducted. Participants in the experimental 
group accessed a 15-min intervention that taught how to utilize positive attention and praise to promote positive behaviors in 
their children, while the control group remained on a waiting list. RESULTS: Results showed that participants engaged with a 
brief AI-based chatbot intervention and were able to learn effective praising skills. Although scores moved in the expected 
direction, there were no significant differences by condition in the praising knowledge reported by parents, perceived changes 
in disruptive behaviors, or parenting self-efficacy, from pre-intervention to 24-hour follow-up. DISCUSSION: The results provided 
insight to understand how parents engaged with the chatbot and suggests that, in general, brief, self-guided, digital 
interventions can promote learning in parents. It is possible that a higher dose of intervention may be needed to obtain a 
therapeutic change in parents. Further research implications on chatbots for parenting skills are discussed.
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Background: The use of chatbots to address mental health conditions have become increasingly popular in recent years. 
However, few studies aimed to teach parenting skills through chatbots, and there are no reports on parental user experience. 
Aim: This study aimed to assess the user experience of a parenting chatbot micro intervention to teach how to praise children in 
a Spanish-speaking country. Methods: A sample of 89 parents were assigned to the chatbot micro intervention as part of a 
randomized controlled trial study. Completion rates, engagement, satisfaction, net promoter score, and acceptability were 
analyzed. Results: 66.3% of the participants completed the intervention. Participants exchanged an average of 49.8 messages 
(SD = 1.53), provided an average satisfaction score of 4.19 (SD =.79), and reported that they would recommend the chatbot to 
other parents (net promoter score = 4.63/5; SD =.66). Acceptability level was high (ease of use = 4.66 [SD =.73]; comfortability = 
4.76 [SD =.46]; lack of technical problems = 4.69 [SD =.59]; interactivity = 4.51 [SD =.77]; usefulness for everyday life = 4.75 [SD 
=.54]). Conclusions: Overall, users completed the intervention at a high rate, engaged with the chatbot, were satisfied, would 
recommend it to others, and reported a high level of acceptability. Chatbots have the potential to teach parenting skills 
however research on the efficacy of parenting chatbot interventions is needed. 2023 Entenberg, Dosovitsky, Aghakhani, 
Mostovoy, Carre, Marshall, Benfica, Mizrahi, Testerman, Rousseau, Lin and Bunge.
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IntroductionMental health issues have been on the rise among children and adolescents, and digital parenting programs have 
shown promising outcomes. However, there is limited research on the potential efficacy of utilizing chatbots to promote 
parental skills. This study aimed to understand whether parents learn from a parenting chatbot micro intervention, to assess the 
overall efficacy of the intervention, and to explore the user characteristics of the participants, including parental busyness, 
assumptions about parenting, and qualitative engagement with the chatbot. MethodsA sample of 170 parents with at least one 
child between 2-11 years old were recruited. A randomized control trial was conducted. Participants in the experimental group 
accessed a 15-min intervention that taught how to utilize positive attention and praise to promote positive behaviors in their 
children, while the control group remained on a waiting list. ResultsResults showed that participants engaged with a brief AI-
based chatbot intervention and were able to learn effective praising skills. Although scores moved in the expected direction, 
there were no significant differences by condition in the praising knowledge reported by parents, perceived changes in 
disruptive behaviors, or parenting self-efficacy, from pre-intervention to 24-hour follow-up. DiscussionThe results provided 
insight to understand how parents engaged with the chatbot and suggests that, in general, brief, self-guided, digital 
interventions can promote learning in parents. It is possible that a higher dose of intervention may be needed to obtain a 
therapeutic change in parents. Further research implications on chatbots for parenting skills are discussed.
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BACKGROUND: The digital assistant "Vigo" is a computer-generated artificial intelligence-based application that serves as a 
digital assistant to a stroke patient and his family. With its conversational chatbot and gamification elements it counsels, 
educates, and trains the stroke patient and patient's family on stroke, rehabilitation, care, and other related issues. AIM: This 
study describes insights about The digital assitant "Vigo" usability from a patients' perspective. METHODS: Twelve patients 
tested the application at their home environment. Three semi-structured interviews were conducted with each participant to 
obtain information on the usability of the application. Deductive thematic analyses were used to analyze trancripts. RESULTS: 
Participants expressed their opinions on music, pictures, video and audio files, chat options, layout, text, name of application 
and stand that is used for placement of devices on which "Vigo" is installed on. All participants generally evaluated application 
as transparent, understandable, and handy. The overall design of the application was rated as good. Participants were mostly 
unsatisfied with difficulty level and diversity of exercises. CONCLUSIONS: Participants had a positive attitude towards using 
tablet tehchnologies in their home environment. Users of digital assistant "Vigo" acknowledged its ability to support, give 
educational information and increase participation in therapeutic activities.Implications for rehabilitationTablet application can 
support, give educational information, and increase participation in therapeutic activities for persons after stroke.As home-
based rehabilitation tool, the content of the application must be simple, flexible, and diverse, to face the challenges of meeting 
each individual's goals, functional needs and abilities.
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Whether AI chatbots improve smart experiences and generate revenue is an under-researched topic. This study fills this 
research gap by investigating and comparing the effects of the full range of chatbot ambidexterity on smart experiences. Using 
empirical data from 1,026 customers, the results indicate that chatbot ambidexterity is not a cure-all. Only efficiency-flexibility 
ambidexterity benefits smart experiences and customer patronage, while service-sales ambidexterity is detrimental to the 
creation of smart experiences. Furthermore, high service-low sales (vs low service-high sales) ambidexterity has a stronger 
impact on hedonic smart experiences but a weaker influence on cognitive smart experiences. Low efficiency-high flexibility and 
low existing-high new product selling ambidexterity outperform high efficiency-low flexibility and high existing-low new 
product selling ambidexterity, respectively, in crafting either hedonic or cognitive smart experiences. The results also reveal that 
hedonic smart experiences have a stronger impact on customer patronage than cognitive smart experiences. This study 
contributes to the literature on smart experiences and chatbot ambidexterity and provides fruitful and meaningful guidance for 
service providers regarding the deployment of AI chatbots in the frontline interface. © 2022 Elsevier Inc.
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J Appl Psychol 2023 The present study explores the plausibility of measuring personality indirectly through an artificial intelligence (AI) chatbot. This 
chatbot mines various textual features from users' free text responses collected during an online conversation/interview and 
then uses machine learning algorithms to infer personality scores. We comprehensively examine the psychometric properties of 
the machine-inferred personality scores, including reliability (internal consistency, split-half, and test-retest), factorial validity, 
convergent and discriminant validity, and criterion-related validity. Participants were undergraduate students (n = 1,444) 
enrolled in a large southeastern public university in the United States who completed a self-report Big Five personality measure 
(IPIP-300) and engaged with an AI chatbot for approximately 20-30 min. In a subsample (n = 407), we obtained participants' 
cumulative grade point averages from the University Registrar and had their peers rate their college adjustment. In an 
additional sample (n = 61), we obtained test-retest data. Results indicated that machine-inferred personality scores (a) had 
overall acceptable reliability at both the domain and facet levels, (b) yielded a comparable factor structure to self-reported 
questionnaire-derived personality scores, (c) displayed good convergent validity but relatively poor discriminant validity 
(averaged convergent correlations = .48 vs. averaged machine-score correlations = .35 in the test sample), (d) showed low 
criterion-related validity, and (e) exhibited incremental validity over self-reported questionnaire-derived personality scores in 
some analyses. In addition, there was strong evidence for cross-sample generalizability of psychometric properties of machine 
scores. Theoretical implications, future research directions, and practical considerations are discussed. (PsycInfo Database 
Record (c) 2023 APA, all rights reserved).
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BACKGROUND: The ongoing COVID-19 pandemic has highlighted the potential of digital health solutions to adapt the 
organization of care in a crisis context. OBJECTIVE: Our aim was to describe the relationship between the MyRISK score, derived 
from self-reported data collected by a chatbot before the preanesthetic consultation, and the occurrence of postoperative 
complications. METHODS: This was a single-center prospective observational study that included 401 patients. The 16 items 
composing the MyRISK score were selected using the Delphi method. An algorithm was used to stratify patients with low 
(green), intermediate (orange), and high (red) risk. The primary end point concerned postoperative complications occurring in 
the first 6 months after surgery (composite criterion), collected by telephone and by consulting the electronic medical database. 
A logistic regression analysis was carried out to identify the explanatory variables associated with the complications. A machine 
learning model was trained to predict the MyRISK score using a larger data set of 1823 patients classified as green or red to 
reclassify individuals classified as orange as either modified green or modified red. User satisfaction and usability were assessed. 
RESULTS: Of the 389 patients analyzed for the primary end point, 16 (4.1%) experienced a postoperative complication. A red 
score was independently associated with postoperative complications (odds ratio 5.9, 95% CI 1.5-22.3; P=.009). A modified red 
score was strongly correlated with postoperative complications (odds ratio 21.8, 95% CI 2.8-171.5; P=.003) and predicted 
postoperative complications with high sensitivity (94%) and high negative predictive value (99%) but with low specificity (49%) 
and very low positive predictive value (7%; area under the receiver operating characteristic curve=0.71). Patient satisfaction 
numeric rating scale and system usability scale median scores were 8.0 (IQR 7.0-9.0) out of 10 and 90.0 (IQR 82.5-95.0) out of 
100, respectively. CONCLUSIONS: The MyRISK digital perioperative risk score established before the preanesthetic consultation 
was independently associated with the occurrence of postoperative complications. Its negative predictive strength was 
increased using a machine learning model to reclassify patients identified as being at intermediate risk. This reliable numerical 
categorization could be used to objectively refer patients with low risk to teleconsultation.
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The meaningful use of electronic health records (EHR) continues to progress in the digital era with clinical decision support 
systems augmented by artificial intelligence. A priority in improving provider experience is to overcome information overload 
and reduce the cognitive burden so fewer medical errors and cognitive biases are introduced during patient care. One major 
type of medical error is diagnostic error due to systematic or predictable errors in judgement that rely on heuristics. The 
potential for clinical natural language processing (cNLP) to model diagnostic reasoning in humans with forward reasoning from 
data to diagnosis and potentially reduce cognitive burden and medical error has not been investigated. Existing tasks to advance 
the science in cNLP have largely focused on information extraction and named entity recognition through classification tasks. 
We introduce a novel suite of tasks coined as Diagnostic Reasoning Benchmarks, Dr.Bench, as a new benchmark for developing 
and evaluating cNLP models with clinical diagnostic reasoning ability. The suite includes six tasks from ten publicly available 
datasets addressing clinical text understanding, medical knowledge reasoning, and diagnosis generation. DR.BENCH is the first 
clinical suite of tasks designed to be a natural language generation framework to evaluate pre-trained language models for 
diagnostic reasoning. The goal of DR. BENCH is to advance the science in cNLP to support downstream applications in 
computerized diagnostic decision support and improve the efficiency and accuracy of healthcare providers during patient care. 
We fine-tune and evaluate the state-of-the-art generative models on DR.BENCH. Experiments show that with domain 
adaptation pre-training on medical knowledge, the model demonstrated opportunities for improvement when evaluated in DR. 
BENCH. We share DR. BENCH as a publicly available GitLab repository with a systematic approach to load and evaluate models 
for the cNLP community. We also discuss the carbon footprint produced during the experiments and encourage future work on 
DR.BENCH to report the carbon footprint.
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Social technology is ever-evolving, and increasingly offers novel domains for sexual experiences. In the current study, we 
investigated demographic correlates of engagement with emerging forms of sextech, defined here as internet-based 
applications, platforms, or devices used for sexual pleasure. Our web-based, demographically representative sample included 
7,512 American adults aged 18-65 years, with a near-even gender split of men/women and moderate racial diversity (63% 
White). Participants indicated their engagement with eight forms of sextech, including six emerging forms of sexual technology 
(visiting erotic camming sites, participating in camming streams, teledildonic use, accessing virtual reality pornography, playing 
sexually explicit video games, and sexual messaging with chatbots or artificially intelligent entities) as well as two more 
common domains (online pornography and sexting). Participants who were younger, were men, had higher income, and were 
sexual minorities reported more frequent engagement with all forms of sextech assessed. Unlike prior work on pornography, 
religious individuals were more likely to engage with emerging sextech. Beyond online pornography (50%) and sexting (29%), 
visiting camming sites (18%) and playing sexually explicit video games (13%) were relatively common. Findings may contribute 
to the destigmatization of sextech engagement and forecast future norms in technologically-facilitated sexual behavior.
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This paper problematises the way that the power of the automated teacher is understood by arguing that the question of 
power is not a humanist one, concerned with human/technology oppositions, but rather, it can be understood as a posthuman 
question, concerned with automated teaching as an ethically regulated process. Research has largely ignored the political 
aspect of these covert shifts of power from humans to technology. This paper reports on a chatbot that was developed to co-
teach with a human teacher at a UK University. ‘Flors’ the Teacherbot imbues posthuman critical theory which helps to 
understand automated teaching in a more relational, rather than a transmissive, way. Cartographies draw upon a qualitative 
analysis of the data to map the political experiences of the students as they collectively author a narrative with(in) Flors. It is at 
a somewhat whimsical juncture, where Flors remixes the story, that Flors’ agential capacity as a co-author is encountered. 
Through such intra-relational teaching moments, student expressions of adequate understandings around the restrictive and 
empowering forces emerge. I suggest that, when the political structures within an automated teacher are acknowledged, it is 
possible to understand authority as something other than a one-directional form of control, but rather a relational encounter 
with freedom. © 2022, The Author(s), under exclusive licence to Springer Nature Switzerland AG.
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BACKGROUND: Chat Generative Pre-trained Transformer (ChatGPT) is a 175-billion-parameter natural language processing 
model that can generate conversation-style responses to user input. OBJECTIVE: This study aimed to evaluate the performance 
of ChatGPT on questions within the scope of the United States Medical Licensing Examination Step 1 and Step 2 exams, as well 
as to analyze responses for user interpretability. METHODS: We used 2 sets of multiple-choice questions to evaluate ChatGPT's 
performance, each with questions pertaining to Step 1 and Step 2. The first set was derived from AMBOSS, a commonly used 
question bank for medical students, which also provides statistics on question difficulty and the performance on an exam 
relative to the user base. The second set was the National Board of Medical Examiners (NBME) free 120 questions. ChatGPT's 
performance was compared to 2 other large language models, GPT-3 and InstructGPT. The text output of each ChatGPT 
response was evaluated across 3 qualitative metrics: logical justification of the answer selected, presence of information 
internal to the question, and presence of information external to the question. RESULTS: Of the 4 data sets, AMBOSS-Step1, 
AMBOSS-Step2, NBME-Free-Step1, and NBME-Free-Step2, ChatGPT achieved accuracies of 44% (44/100), 42% (42/100), 64.4% 
(56/87), and 57.8% (59/102), respectively. ChatGPT outperformed InstructGPT by 8.15% on average across all data sets, and 
GPT-3 performed similarly to random chance. The model demonstrated a significant decrease in performance as question 
difficulty increased (P=.01) within the AMBOSS-Step1 data set. We found that logical justification for ChatGPT's answer 
selection was present in 100% of outputs of the NBME data sets. Internal information to the question was present in 96.8% 
(183/189) of all questions. The presence of information external to the question was 44.5% and 27% lower for incorrect 
answers relative to correct answers on the NBME-Free-Step1 (P<.001) and NBME-Free-Step2 (P=.001) data sets, respectively. 
CONCLUSIONS: ChatGPT marks a significant improvement in natural language processing models on the tasks of medical 
question answering. By performing at a greater than 60% threshold on the NBME-Free-Step-1 data set, we show that the model 
achieves the equivalent of a passing score for a third-year medical student. Additionally, we highlight ChatGPT's capacity to 
provide logic and informational context across the majority of answers. These facts taken together make a compelling case for 
the potential applications of ChatGPT as an interactive medical education tool to support learning.
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A key factor for successfully implementing gamified learning platforms is making students interact with the system from 
multiple digital platforms. Learning platforms that try to accomplish all their objectives by concentrating all the interactions 
from users with them are less effective than initially believed. Conversational bots are ideal solutions for cross-platform user 
interaction. In this paper, an open student-player model is presented. The model includes the use of machine learning 
techniques for online adaptation. Then, an architecture for the solution is described, including the open model. Finally, the 
chatbot design is addressed. The chatbot architecture ensures that its reactive nature fits into our defined architecture. The 
approach's implementation and validation aim to create a tool to encourage kids to practice multiplication tables playfully.
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Widely adoption of Information Technologies has resulted in the continuous growing of open data available on the Web. 
However, the lack of suitable mechanisms to understand open data sources hampers its reusability. One way to overcome this 
limitation is by means of Web Application Programming Interfaces (APIs) with proper documentation, nowadays being the 
existing very rudimentary, hard to follow, and sometimes incomplete or even inaccurate in most cases. In order to improve the 
documentation of Web APIs that access open data, this paper proposes a novel approach to automatically generate interactive 
Web API documentation, both machine and user readable. This process starts by analysing the documentation of an API to 
obtain important information, automatically constructing Natural Language descriptions of the main Web API concepts by 
applying Natural Language Processing (NLP), and specifically, language generation techniques. Then, the documentation is made 
interactive by making it available as a Web interface, offering easy access to open data provided by Web APIs. Therefore, the 
use and comprehension of the Web APIs is facilitated, thus promoting the reusability of open data. The feasibility of our 
approach is presented through a case study and an experiment with users, both showing the benefits of our approach. © 2022 
Elsevier B.V.
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Widely adoption of Information Technologies has resulted in the continuous growing of open data available on the Web. 
However, the lack of suitable mechanisms to understand open data sources hampers its reusability. One way to overcome this 
limitation is by means of Web Application Programming Interfaces (APIs) with proper documentation, nowadays being the 
existing very rudimentary, hard to follow, and sometimes incomplete or even inaccurate in most cases. In order to improve the 
documentation of Web APIs that access open data, this paper proposes a novel approach to automatically generate interactive 
Web API documentation, both machine and user readable. This process starts by analysing the documentation of an API to 
obtain important information, automatically constructing Natural Language descriptions of the main Web API concepts by 
applying Natural Language Processing (NLP), and specifically, language generation techniques. Then, the documentation is made 
interactive by making it available as a Web interface, offering easy access to open data provided by Web APIs. Therefore, the 
use and comprehension of the Web APIs is facilitated, thus promoting the reusability of open data. The feasibility of our 
approach is presented through a case study and an experiment with users, both showing the benefits of our approach.
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The region sits between two major faults and struggles with poor building standards in some areas. Plus, underdog technologies 
are gaining ground in the quantum-computing race and what ChatGPT and generative AI mean for science. [Figure not 
available: see fulltext.].
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Objective. To analyze the presence of the social dimension in the interactions of the hosting forums for new students at the 
UNED and to determine its implications in the design of a chatbot for initial educational guidance. Methodology. The presence 
of the social dimension in the interactions that took place in the virtual induction forums during the 2019/2020 academic year 
was analyzed and codified, specifically in the technical support forum, the orientation forum, and the mentoring forum in five of 
the degrees offered by the institution. The sample consisted of 1,461 messages sent through 12 virtual forums by a total of 570 
people, to which the categorization proposed by Rourke et al. (1999) was applied deductively. Analysis of results. The data were 
processed with the help of computer-assisted qualitative data analysis software. Conclusions. It would be advisable for the 
initial educational guidance chatbot to show affect by expressing emotions, to be interactive by explicitly referring to the 
messages sent by the users, and to be cohesive by including greetings, encouragement, and vocatives. © 2023 Authors. All 
rights reserved.
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Autism is a neurodevelopmental disorder of biological origin that occurs early in children. It includes a range of cognitive 
features of very variable intensity. Autistic children have unique characteristics, including difficulties in social interactions and 
communication with others, but also limited or repetitive behaviours, activities and interests. Because of these particular charac-
teristics, the management of autism disorder remains a difficult and tedious task that requires the use of innovative therapeutic 
methods adapted to the context of this disease. In this context, we focused on the implementation of an intelligent system for 
the assistance and accompaniment of autistic children. The system we propose is based on artificial intelligence techniques and 
dialogue assistants known as Chatbots. Our contribution aims to help children with autism understand their situations by 
answering their questions and giving them advice and recommendations. We believe that providing a non-human companion 
tool will help the child and those around him or her to understand the disease and thus help prevent depression. In this paper 
we propose a detailed mod-eling of this system, followed by an experimentation in order to test its performances and prove the 
applicability of this approach. The results obtained are very promising and open the way for the improvement and expansion of 
this system.
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2023 Practical experiments drive important scientific discoveries in biology, but theory-based research studies also contribute novel-
sometimes paradigm-changing-findings. Here, we appraise the roles of theory-based approaches focusing on the experiment-
dominated wet-biology research areas of microbial growth and survival, cell physiology, host-pathogen interactions, and 
competitive or symbiotic interactions. Additional examples relate to analyses of genome-sequence data, climate change and 
planetary health, habitability, and astrobiology. We assess the importance of thought at each step of the research process; the 
roles of natural philosophy, and inconsistencies in logic and language, as drivers of scientific progress; the value of thought 
experiments; the use and limitations of artificial intelligence technologies, including their potential for interdisciplinary and 
transdisciplinary research; and other instances when theory is the most-direct and most-scientifically robust route to scientific 
novelty including the development of techniques for practical experimentation or fieldwork. We highlight the intrinsic need for 
human engagement in scientific innovation, an issue pertinent to the ongoing controversy over papers authored using/authored 
by artificial intelligence (such as the large language model/chatbot ChatGPT). Other issues discussed are the way in which 
aspects of language can bias thinking towards the spatial rather than the temporal (and how this biased thinking can lead to 
skewed scientific terminology); receptivity to research that is non-mainstream; and the importance of theory-based science in 
education and epistemology. Whereas we briefly highlight classic works (those by Oakes Ames, Francis H.C. Crick and James D. 
Watson, Charles R. Darwin, Albert Einstein, James E. Lovelock, Lynn Margulis, Gilbert Ryle, Erwin R.J.A. Schrödinger, Alan M. 
Turing, and others), the focus is on microbiology studies that are more-recent, discussing these in the context of the scientific 
process and the types of scientific novelty that they represent. These include several studies carried out during the 2020 to 2022 
lockdowns of the COVID-19 pandemic when access to research laboratories was disallowed (or limited). We interviewed the 
authors of some of the featured microbiology-related papers and-although we ourselves are involved in laboratory experiments 
and practical fieldwork-also drew from our own research experiences showing that such studies can not only produce new 
scientific findings but can also transcend barriers between disciplines, act counter to scientific reductionism, integrate biological 
data across different timescales and levels of complexity, and circumvent constraints imposed by practical techniques. In 
relation to urgent research needs, we believe that climate change and other global challenges may require approaches beyond 
the experiment.
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OBJECTIVE: This study was conducted to investigate the types of conversational agents (CA) that can help address questions and 
concerns ("lay topics" [LTs]). METHODS: We analyzed audio recordings of telephone consultations with 100 breast cancer 
patients and their families. (1) We identified the content and mode of expression of LTs about breast cancer raised during actual 
telephone consultations. (2) We checked for the presence of clue information (CI) that can help patients resolve their LTs. 
RESULTS: None of the 805 LTs of the 100 callers were the same. Treatment-related questions occurred in 70 of the 100 
consultations. CIs were present in 52.5% of the LTs. CONCLUSION: The results suggest that chatbots (a type of CA) that offer CIs 
are more feasible than chatbots that answer each question directly in cancer consultations. Moreover, it is difficult to answer 
questions directly because preparing answers to all LTs in a breast cancer consultation is challenging owing to LT differences. 
Therefore, preparing high-quality CIs focused on treatments is required. PRACTICE IMPLICATIONS: An increasing number of 
cancer patients are seeking information to resolve their LTs. CAs can help supplement the limited human resources available if 
they are supplied with appropriate CIs.
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Although fully online learning is now the 'new normal' in many parts of the world, its implementation is often beset by 
challenges such as the lack of student self-regulation, and the sense of isolation. In this paper, we explored the use of chatbots 
to support student goal setting (Study 1) and social presence (Study 2) in online activities. In Study 1, participants in a fully 
online course were invited to complete a goal setting activity prior to attending class via a goal-setting chatbot. The chatbot 
engaged participants with five questions developed based on the SMART (specific, measurable, achievable, realistic, and timely) 
goal setting framework. In Study 2, English-as-Foreign-Language participants in a fully online course were tasked to complete 
listening practices. The learning buddy chatbot was designed based on the social presence framework (interpersonal 
communication, open communication, cohesive communication) to guide students through listening exercises. In both Study 1 
and 2, we evaluated participants' behavioral engagement by measuring their conversation records with the chatbots, as well as 
participants' perceived usefulness and ease of use of the chatbots. We also gathered in-depth interview data concerning the 
participants' perceptions of interacting with the chatbots. Overall, our findings found positive learner experiences with both 
chatbots with regard to the chatbots' perceived usefulness and perceived ease of use. We also provided suggestions for 
instructors to apply chatbots in teaching and learning.
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Despite having one of the most advanced healthcare systems in the world, Japan is expected to experience a shortage of nearly 
half a million healthcare workers by 2025 due to its rapidly aging population. In response, government authorities plan to 
implement a wide range of AI-driven healthcare solutions. These include care robots that assist the physically handicapped or 
elderly, chatbots that provide anonymous online mental health consultation, and diagnostic software utilizing machine learning. 
Yet one of the most popular smart technologies to augment the nation's already overstrained and undermanned healthcare 
system is a little known but emerging emotional AI technologies, i.e., deep learning systems trained to read, classify, and 
respond to human emotions. These technologies are being sold on a commercial level not only to the public but also to 
rehabilitation centers, local hospitals, and senior citizen residences. Although the augmentation of healthcare services to 
intelligent machines may seem like a logical step in a country well-known for its long-standing affection toward robots, 
Japanese society is also known for its adherence to established social relations and traditional institutional practices, especially, 
in the realm of medical care. In order to gauge Japanese acceptance of emotion-sensing technology, we analyze a dataset of 
245 visitors to clinics and hospitals in a typical suburban area in Japan using multiple linear regression. The results show that in 
general, senior and male patients perceive the emotional AI technology more negatively. For behavioral variables, patients' level 
of familiarity has positive correlations with attitudes toward emotional AI-based applications in private setting 
(βFamiliarity_AttitudePri=0.346, p&lt;0.001) and public setting (βFamiliarity_PublicAttitude=0.297, p&lt;0.001); while concern 
for losing control to AI has negative correlations with the attitudes' variables: private setting 
(βLosingControl_AttitudePri=−0.262,p=0.002) and public setting (β LosingControl_AttitudePub=-0.188, p=0.044). Interestingly, 
concerns over violation of privacy and discrimination are non-significant correlates, which contradict the emerging literature on 
this subject. We further contextualize the findings with insights afforded by an understanding of Japanese culture as well as the 
relevant literature on care robots in Japan. Finally, policy and education implications to promote emotional AI acceptance to the 
general and senior members of the society are provided. © 2022 Elsevier Ltd
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Due to popular successes (e.g., ChatGPT) Artificial Intelligence (AI) is on everyone's lips today. When advances in biotechnology 
are combined with advances in AI unprecedented new potential solutions become available. This can help with many global 
problems and contribute to important Sustainability Development Goals. Current examples include Food Security, Health and 
Well-being, Clean Water, Clean Energy, Responsible Consumption and Production, Climate Action, Life below Water, or protect, 
restore and promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, and halt and 
reverse land degradation and halt biodiversity loss. AI is ubiquitous in the life sciences today. Topics include a wide range from 
machine learning and Big Data analytics, knowledge discovery and data mining, biomedical ontologies, knowledge-based 
reasoning, natural language processing, decision support and reasoning under uncertainty, temporal and spatial representation 
and inference, and methodological aspects of explainable AI (XAI) with applications of biotechnology. In this pre-Editorial paper, 
we provide an overview of open research issues and challenges for each of the topics addressed in this special issue. Potential 
authors can directly use this as a guideline for developing their paper.
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In traditional instruction, teachers generally deliver the content of textbooks to students via lectures, making teaching activities 
lack vibrancy. Moreover, in such a one-to-many teaching mode, the teacher is usually unable to check on individual students' 
learning status or to provide immediate feedback to resolve their learning problems. Chatbots provide an opportunity to 
address this problem. However, conventional chatbots generally serve as information providers (i.e., providing relevant 
information by matching keywords in a conversation) rather than as decision-making advisors (i.e., using a knowledge-base with 
a decision-making mechanism to help users solve problems). Thus, this study proposes an expert decision-making-based chatbot 
to facilitate individual students' construction of knowledge during the learning process. A quasi-experiment was conducted to 
compare the differences in the performances and perceptions of students using the expert decision making-based chatbot (EDM-
chatbot) and the conventional chatbot (C-chatbot) in the activities of a geography course. One class of 35 students was the 
experimental group, using the EDM-chatbot. The other class of 35 students was the control group, using the C-chatbot. The 
results of the study showed that the EDM-chatbot combined with expert decision-making knowledge significantly improved 
students' learning achievement and learning enjoyment as well as reducing their learning anxiety, showing the value of the 
proposed approach.
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This study aimed to compare the knowledge and interpretation ability of ChatGPT, a language model of artificial general 
intelligence, with those of medical students in Korea by administering a parasitology examination to both ChatGPT and medical 
students. The examination consisted of 79 items and was administered to ChatGPT on January 1, 2023. The examination results 
were analyzed in terms of ChatGPT’s overall performance score, its correct answer rate by the items’ knowledge level, and the 
acceptability of its explanations of the items. ChatGPT’s performance was lower than that of the medical students, and 
ChatGPT’s correct answer rate was not related to the items’ knowledge level. However, there was a relationship between 
acceptable explanations and correct answers. In conclusion, ChatGPT’s knowledge and interpretation ability for this parasitology 
examination were not yet comparable to those of medical students in Korea.
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Deep learning chatbot research and development is exploding recently to offer customers in numerous industries personalized 
services. However, human resources are used to create a learning dataset for a deep learning chatbot. In order to augment this, 
the idea of neural question generation (NQG) has evolved, although it has restrictions on how questions can be expressed in 
different ways and has a finite capacity for question generation. In this paper, we propose an ensemble-type NQG model based 
on the text-to-text transfer transformer (T5). Through the proposed model, the number of generated questions for each single 
NQG model can be greatly increased by considering the mutual similarity and the quality of the questions using the soft-voting 
method. For the training of the soft-voting algorithm, the evaluation score and mutual similarity score weights based on the 
context and the question–answer (QA) dataset are used as the threshold weight. Performance comparison results with existing 
T5-based NQG models using the SQuAD 2.0 dataset demonstrate the effectiveness of the proposed method for QG. The 
implementation of the proposed ensemble model is anticipated to span diverse industrial fields, including interactive chatbots, 
robotic process automation (RPA), and Internet of Things (IoT) services in the future. © 2023 by the authors.
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Introduction: Within the technological development path, chatbots are considered an important tool for economic and social 
entities to become more efficient and to develop customer-centric experiences that mimic human behavior. Although artificial 
intelligence is increasingly used, there is a lack of empirical studies that aim to understand consumers’ experience with 
chatbots. Moreover, in a context characterized by constant population aging and an increased life-expectancy, the way aging 
adults perceive technology becomes of great interest. However, based on the digital divide (unequal access to technology, 
knowledge, and resources), and since young adults (aged between 18 and 34 years old) are considered to have greater affinity 
for technology, most of the research is dedicated to their perception. The present paper investigates the way chatbots are 
perceived by middle-aged and aging adults in Romania. Methods: An online opinion survey has been conducted. The age-range 
of the subjects is 40–78 years old, a convenience sampling technique being used (N = 235). The timeframe of the study is 
May–June 2021. Thus, the COVID-19 pandemic is the core context of the research. A covariance-based structural equation 
modelling (CB-SEM) has been used to test the theoretical assumptions as it is a procedure used for complex conceptual models 
and theory testing. Results: The results show that while perceived ease of use is explained by the effort, the competence, and 
the perceive external control in interacting with chatbots, perceived usefulness is supported by the perceived ease of use and 
subjective norms. Furthermore, individuals are likely to further use chatbots (behavioral intention) if they consider this 
interaction useful and if the others’ opinion is in favor of using it. Gender and age seem to have no effect on behavioral 
intention. As studies on chatbots and aging adults are few and are mainly investigating reactions in the healthcare domain, this 
research is one of the first attempts to better understand the way chatbots in a not domain-specific context are perceived later 
in life. Likewise, judging from a business perspective, the results can help economic and social organizations to improve and 
adapt AI-based interaction for the aging customers. Copyright © 2023 Iancu and Iancu.
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Low student engagement and motivation in online classes are well-known issues many universities face, especially with distance 
education during the COVID-19 pandemic. The online environment makes it even harder for teachers to connect with their 
students through traditional verbal and nonverbal behaviours, further decreasing engagement. Yet, addressing such problems 
with 24/7 synchronous communication is overly demanding for faculty. This paper details an automated Question-Answering 
chatbot system trained in synchronous communication and instructor immediacy techniques to determine its suitability and 
effectiveness in attending to students undergoing an online Chemistry course. The chatbot is part of a new wave of affective 
focused chatbots that can benefit students' learning process by connecting with them on a relatively more humanlike level. As 
part of the pilot study in the development of this chatbot, qualitative interviews and self-report data capturing student-chatbot 
interactions, experiences and opinions have been collected from 12 students in a Singaporean university. Thematic analysis was 
then employed to consolidate these findings. The results support the chatbot's ability to display several communication 
immediacy techniques well, on top of responding to students at any time of the day. Having a private conversation with the 
chatbot also meant that the students could fully focus their attention and ask more questions to aid their learning. 
Improvements were suggested, in relation to the chatbot's word detection and accuracy, accompanied by a framework to 
develop communication immediacy mechanics in future chatbots. Our findings support the potential of this chatbot, once 
modified, to be used in a similar online setting. SUPPLEMENTARY INFORMATION: The online version contains supplementary 
material available at 10.1007/s10639-023-11602-1.
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As one of the most popular AI applications, chatbots are creating new ways and value for businesses to interact with their 
customers, and their adoption and continued use will depend on users’ trust. However, due to the non-transparent of AI-related 
technology and the ambiguity of application boundaries, it is difficult to determine which aspects enhance the adaptation of 
chatbots and how they interactively affect human trust. Based on the theory of task-technology fit, we developed a research 
model to investigate how two conversational cues of chatbots, human-like cues and tailored responses, influence human trust 
toward chatbots and to explore appropriate boundary conditions (individual characteristics and task characteristics) in 
interacting with chatbots. One survey and two experiments were performed to test the research model, and the results 
indicated that (1) perceived task solving competence and social presence mediate the pathway from conversational cues to 
human trust, which was validated in the context of e-commerce and education; (2) the extent of users’ ambiguity tolerance 
moderates the effects of two conversational cues on social presence; and (3) when performing high-creative tasks, the human-
like chatbot induces higher perceived task solving competence. Our findings not only contribute to the AI trust-related literature 
but also provide practical implications for the development of chatbots and their assignment to individuals and tasks. © 2022 
Elsevier Ltd
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As one of the most popular AI applications, chatbots are creating new ways and value for businesses to interact with their 
customers, and their adoption and continued use will depend on users' trust. However, due to the non -transparent of AI-
related technology and the ambiguity of application boundaries, it is difficult to determine which aspects enhance the 
adaptation of chatbots and how they interactively affect human trust. Based on the theory of task-technology fit, we developed 
a research model to investigate how two conversational cues of chatbots, human-like cues and tailored responses, influence 
human trust toward chatbots and to explore appropriate boundary conditions (individual characteristics and task 
characteristics) in interacting with chat-bots. One survey and two experiments were performed to test the research model, and 
the results indicated that (1) perceived task solving competence and social presence mediate the pathway from conversational 
cues to human trust, which was validated in the context of e-commerce and education; (2) the extent of users' ambiguity 
tolerance moderates the effects of two conversational cues on social presence; and (3) when performing high -creative tasks, 
the human-like chatbot induces higher perceived task solving competence. Our findings not only contribute to the AI trust-
related literature but also provide practical implications for the development of chatbots and their assignment to individuals 
and tasks.
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In contrast with the research of new models, little attention has been paid to the impact of low or high-quality data feeding a 
dialogue system. The present paper makes the first attempt to fill this gap by extending our previous work on question-
answering (QA) systems by investigating the effect of misspelling on QA agents and how context changes can enhance the 
responses. Instead of using large language models trained on huge datasets, we propose a method that enhances the model's 
score by modifying only the quality and structure of the data feed to the model. It is important to identify the features that 
modify the agent performance because a high rate of wrong answers can make the students lose their interest in using the QA 
agent as an additional tool for distant learning. The results demonstrate the accuracy of the proposed context simplification 
exceeds 85%. These findings shed light on the importance of question data quality and context complexity construct as key 
dimensions of the QA system. In conclusion, the experimental results on questions and contexts showed that controlling and 
improving the various aspects of data quality around the QA system can significantly enhance his robustness and performance.

10.32604/iasc.2023.026695

V. Kaushal, 
Yadav, R.

Learning 
successful 
implementation 
of Chatbots in 
businesses from 
B2B customer 
experience 
perspective

Concurrency and 
Computation: 
Practice and 
Experience

2023 35 1 Chatbots, content analysis, 
customer experience, 
customization, integration, 
Natural language processing 
systems, Customisation, 
Exploratory studies, Research 
gaps, Service interfaces, Social 
interactions, Turn-around 
time, Two phase, Sales

Artificial intelligence empowered Chatbots are altering the nature of service interfaces which has further resulted in raised 
expectations from Chatbots to understand customer's social interactions and respond them within the turnaround time. To 
close this research gap, we conduct an exploratory study in two phases-industry's perspective and B2B customer's perspective 
and analyze results with the help of NVIVO 12 plus and Leximancer. The findings reveal perceived risk with respect to Chatbots 
is high, complex pricing structure along with nonavailability of testing options makes the pre purchase more complex. 
Moreover, interactive speed, customization especially with respect to language issues, integration with other platforms is some 
of the major themes which influence customer experience. Advancements in AI, natural language processing and more testing 
at all phases will bring efficiency, automation first strategies. Further, our findings suggest Chatbots must provide more 
personalization, scalability and omni channel engagement and focus on delivering more enhanced customer experience. 
Chatbots must offer a grievance management dashboard where the customer can see live queries, resolved queries, present 
queries status and so on to get transparency. Chatbots streamline the lead qualification process, greatly improve, and speed up 
the data collection therefore, enhancing customer experience. © 2022 John Wiley & Sons, Ltd.
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BACKGROUND: Artificial intelligence (AI) has gained momentum in behavioural health interventions in recent years. However, a 
limited number of studies use or apply such methodologies in the early detection of depression. A large population needing 
psychological-intervention is left unidentified due to barriers such as cost, location, stigma and a global shortage of health 
workers. Therefore, it is essential to develop a mass screening integrative approach that can identify people with depression at 
its early stage to avoid a potential crisis. OBJECTIVES: This study aims to understand the feasibility and efficacy of using AI-
enabled chatbots in the early detection of depression. METHODS: We use Dialogflow as a conversation interface to build a 
Depression Analysisn (DEPRA) chatbot. A structured and authoritative early detection depression interview guide, which 
contains 27 questions combining the structured interview guide for the Hamilton Depression Scale (SIGH-D) and the inventory 
of depressive symptomatology (IDS-C), underpins the design of the conversation flow. To attain better accuracy and a wide 
variety of responses, we train Dialogflow with the utterances collected from a focus group of 10 people. The occupation of the 
focus group members included academics and HDR candidates who are conscious, vigilant and have a clear understanding of 
the questions. In addition, DEPRA is integrated with a social media platform to provide practical access to all the participants. 
For the non-clinical trial, we recruited 50 participants aged between 18 and 80 from across Australia. To evaluate the 
practicability and performance of DEPRA, we also asked participants to submit a user satisfaction survey at the end of the 
conversation. RESULTS: A sample of 50 participants, with an average age of 34.7 years, completed this non-clinical trial. More 
than half of the participants (54%) are male and the major ethnicities are Asian (63%), Middle Eastern (25%), and others 12%. 
The first group comprises professional academic staff and HDR candidates, the second and third groups comprise relatives, 
friends, and volunteers who were recruited via social media promotions. DEPRA uses two scientific scoring systems, QIDS-SR 
and IDS-SR to verify the results of early depression detection. As the results indicate, both scoring systems return a similar 
outcome with slight variations for different depression levels. According to IDS-SR, 30% of participants were healthy, 14% mild, 
22% moderate, 14% severe, and 20% very severe. QIDS-SR suggests 32% were healthy, 18% mild, 10% moderate, 18% severe, 
and 22% very severe. Furthermore, the overall satisfaction rate of using DEPRA was 79% indicating that the participants had a 
high rate of user satisfaction and engagement. CONCLUSION: DEPRA shows promises as a feasible option for developing a mass 
screening integrated approach for early detection of depression. Although the chatbot is not intended to replace the 
functionality of mental health professionals, it does show promise as a means of assisting with automation and concealed 
communication with verified scoring systems.
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Chatbots enable organizations in the business-to-customer domain to respond to repetitive requests efficiently. Extant 
approaches in Natural Language Processing (NLP) already address the essential requirement of understanding user input and 
synthesizing a response as close as possible to a response a human interlocutor would give. However, we argue that the 
organizational adoption of chatbots further depends on the underlying model's capability to learn and comply with 
organizations’ business processes, for example, authenticating a customer before providing sensitive details. To address this 
issue, we develop an approach that quantifies chatbots’ ability to learn business processes using standardized process mining 
metrics. We demonstrate our approach by training chatbots on a dataset of more than 500,000 customer service conversations 
from three companies on Twitter and show how our approach supports the quantification of a chatbot's overall ability to learn 
business processes from the training data. Furthermore, we quantify a chatbot's ability to learn a particular variant of the 
underlying process and we show how to compare the chatbot's executed steps against a given normative process model. Our 
approach that seamlessly integrates with existing approaches to evaluate NLP-based chatbots mitigates the current hurdles that 
practitioners face and, therefore, strives to foster the adoption of chatbots in practice. © 2023 Elsevier Ltd
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Natural language processing (NLP) has recently gained much attention for representing and analyzing human language 
computationally. It has spread its applications in various fields such as machine translation, email spam detection, information 
extraction, summarization, medical, and question answering etc. In this paper, we first distinguish four phases by discussing 
different levels of NLP and components of Natural Language Generation followed by presenting the history and evolution of 
NLP. We then discuss in detail the state of the art presenting the various applications of NLP, current trends, and challenges. 
Finally, we present a discussion on some available datasets, models, and evaluation metrics in NLP.

10.1007/s11042-022-13428-4

D. Kim, Jang, 
J. T., Kim, C., 
Kim, H. W., 
Hong, E., 
Ban, S., Shin, 
M., Lee, H., 
Lee, H. D., 
Mo, H. S., 
Woo, J., Kim, 
D. H.

Read 
Disturbances in 
Cross-Point 
Phase-Change 
Memory Arrays - 
Part I: Physical 
Modeling with 
Phase-Change 
Dynamics

IEEE 
Transactions on 
Electron Devices

2023 70 2 514-520 Phase-change memory (PCM), 
read disturbance, selector, 
storage class memory (SCM), 
Dynamics, Phase change 
materials, Chatbots, Cross 
point, Phase-change memory, 
Read current, Resistance, 
Storage class memory, 
Storage-class memory, Phase 
change memory

Phase-change memory (PCM) connected to an additional selector has been implemented in cross-point arrays for storage class 
memory applications. In the one-PCM and one-selector (1S-1R) configuration, the selector should be turned on first to read the 
resistance state of the PCM. This requires a large read voltage (Vread), and a high read current from the PCM is instantly 
produced, which causes read disturbances. To understand the underlying mechanism of the disturbance, in this study, we 
developed a physics-based Verilog-A model to describe the measured electrical behavior of the 1S-1R cell in HSPICE by 
considering thermally induced crystallization and melting dynamics. Based on VTH , which is the voltage induced when the 
selector is on, the crystalline and amorphous phases of the PCM can be identified indirectly. Based on the measured data, when 
the pristine amorphous state of the PCM is programmed by a higher SET current (ISET), VTH decreases owing to enhanced 
crystallization, leading to a low-resistance state. However, VTH subsequently begins to increase with respect toISET, which 
results in a U-shaped VTH -ISETcurve. It is inferred that melting is preferred at temperatures above 900 K induced by the high-
read current. The VTH increase induced by the amorphization can be explained by transient simulations. The simulation results 
are in good agreement with the experimental data and reveal that the temperature generated from the 1S-1R cell plays an 
important role in triggering the unwanted phase transition of the GeSbTe layer during the read operation. © 1963-2012 IEEE.
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This study of anthropomorphic response to artificial intelligence begins with an extensive review of the literature and an 
identification of conceptual distinctions between anthropomorphism and anthropomorphic response. The authors develop an 
instrument for measuring how users form anthropomorphic response to interactions with AI chatbots. Amazon MTurk is used to 
recruit 120 users for a pilot study and 303 users for the main study. Participants respond to six scenarios depicting interactions 
with banking service chatbots of varying appearance and intelligence. Results show that anthropomorphic response depend on 
perceptions of agent appearance, cognitive intelligence, and emotional intelligence. Users perceive more humanness in highly 
intelligent but disembodied agents rather than in highly intelligent agents that have poorly designed appearances. And users 
who have strong tendencies to anthropomorphize non-sentient entities are less likely to form anthropomorphic response when 
interacting with agents with high cognitive intelligence. The study enhances understandings about human/AI interactions. It 
provides directions for future research regarding anthropomorphic response and provide directions for future research on 
designing and using artificial agents. © 2022 Elsevier Ltd
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BACKGROUND: Owing to the prevalence of the coronavirus disease (COVID-19), coping with clinical issues at the individual level 
has become important to the healthcare system. Accordingly, precise initiation of treatment after a hospital visit is required for 
expedited processes and effective diagnoses of outpatients. To achieve this, artificial intelligence in medical natural language 
processing (NLP), such as a healthcare chatbot or a clinical decision support system, can be suitable tools for an advanced 
clinical system. Furthermore, support for decisions on the medical specialty from the initial visit can be helpful. MATERIALS AND 
METHODS: In this study, we propose a medical specialty prediction model from patient-side medical question text based on pre-
trained bidirectional encoder representations from transformers (BERT). The dataset comprised pairs of medical question texts 
and labeled specialties scraped from a website for the medical question-and-answer service. The model was fine-tuned for 
predicting the required medical specialty labels among 27 labels from medical question texts. To demonstrate the feasibility, we 
conducted experiments on a real-world dataset and elaborately evaluated the predictive performance compared with four deep 
learning NLP models through cross-validation and test set evaluation. RESULTS: The proposed model showed improved 
performance compared with competitive models in terms of overall specialties. In addition, we demonstrate the usefulness of 
the proposed model by performing case studies for visualization applications. CONCLUSION: The proposed model can benefit 
hospital patient management and reasonable recommendations for specialties for patients.
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Background: Owing to the prevalence of the coronavirus disease (COVID-19), coping with clinical issues at the individual level 
has become important to the healthcare system. Accordingly, precise initiation of treatment after a hospital visit is required for 
expedited processes and effective diagnoses of outpatients. To achieve this, arti-ficial intelligence in medical natural language 
processing (NLP), such as a healthcare chatbot or a clinical de-cision support system, can be suitable tools for an advanced 
clinical system. Furthermore, support for decisions on the medical specialty from the initial visit can be helpful.Materials and 
methods: In this study, we propose a medical specialty prediction model from patient-side medical question text based on pre-
trained bidirectional encoder representations from transformers (BERT). The dataset comprised pairs of medical question texts 
and labeled specialties scraped from a website for the medical question-and-answer service. The model was fine-tuned for 
predicting the required medical specialty labels among 27 labels from medical question texts. To demonstrate the feasibility, we 
conducted experiments on a real-world dataset and elaborately evaluated the predictive performance compared with four deep 
learning NLP models through cross-validation and test set evaluation.Results: The proposed model showed improved 
performance compared with competitive models in terms of overall specialties. In addition, we demonstrate the usefulness of 
the proposed model by performing case studies for visualization applications.Conclusion: The proposed model can benefit 
hospital patient management and reasonable recommendations for specialties for patients.
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BACKGROUND: RamaCovid is a mobile health (mHealth) education system that provides the Thai population with information 
about COVID-19 and self-risk assessment. RamaCovid has a chatbot system that provides automatic conversations (available 24 
hours per day) and a live chat function that allows users to directly communicate with health professionals (available 4 hours 
per day in the evening). The system consists of (1) COVID-19 vaccine information, (2) self-care after vaccination, (3) frequently 
asked questions, (4) self-risk assessment, (5) hospital finding, (6) contact number finding, and (7) live chat with a health 
professional. OBJECTIVE: This study investigates the use of and satisfaction with the RamaCovid system. METHODS: Overall, 400 
people were recruited via RamaCovid by broadcasting an infographic about the study. Questionnaires collected demographic 
data, users' experiences of RamaCovid, and the use of and satisfaction with the system. The questions were answered using a 5-
point Likert scale. Descriptive statistics were used to describe the participant characteristics and their use of and satisfaction 
with the RamaCovid system. The Mann-Whitney U test was performed to examine the difference in use and satisfaction 
between the adult and older adult groups. RESULTS: The participants showed high use of and satisfaction with the RamaCovid 
system. They used the information to take care of themselves and their family, and they gained information about their COVID-
19 risk. The users were satisfied with the system because the information was easy to understand, trustworthy, and up to date. 
However, the older adult group had lower use of and satisfaction with the system compared to the adult group. CONCLUSIONS: 
RamaCovid is an example of the successful implementation of mHealth education. It was an alternative way to work with the 
call center during the COVID-19 pandemic and increased access to health information and health care services. Providing 
ongoing updated information, improving the attractiveness of the media information, and the age group difference are 
important issues for further system development.
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After the deleterious effects of the COVID-19 pandemic on healthcare worker mental health, we tested the effectiveness of an 
interactive chatbot, Vitalk, for improving wellbeing and resilience among healthcare workers in Malawi, a country with few 
mental health professionals. We conducted a randomized, controlled trial (RCT) to investigate our hypothesis that Vitalk is more 
effective in improving mental health and resilience outcomes than passive Internet resources. For our 2-arm, 8-week, parallel 
RCT (ISRCTN Registry: trial ID ISRCTN16378480), we recruited participants from 8 professional cadres from public and private 
healthcare facilities. The treatment arm used Vitalk; the control arm received links to Internet resources. Of 1,584 participants, 
512 completed baseline and endline assessments. Six assessments provided outcome measures for: anxiety (GAD-7); depression 
(PHQ-9); burnout (OLBI); loneliness (ULCA); resilience (RS-14); and resilience-building activities. We analyzed effectiveness using 
mixed-effects linear models, effect size estimates, and reliable change in risk levels. Results from mixed-model analyses support 
our hypothesis. Difference-in-differences estimators showed that Vitalk reduced: depression (-0.68 [95% CI -1.15 to -0.21]); 
anxiety (-0.44 [95% CI -0.88 to 0.01]); and burnout (-0.58 [95% CI -1.32 to 0.15]). Changes in resilience (1.47 [95% CI 0.05 to 
2.88]) and resilience-building activities (1.22 [95% CI 0.56 to 1.87]) were significantly greater in the treatment group. We 
observed no treatment effect on loneliness. Our RCT produced a medium effect size. This is the first RCT of a mental health app 
for healthcare workers during the pandemic in Southern Africa combining multiple mental wellbeing outcomes, and measuring 
resilience and resilience-building activities. A significant number of participants could have benefited from mental health 
support (1 in 8 reported anxiety and depression; 3 in 4 suffered burnout; and 1 in 4 had low resilience). Such help is not readily 
available in Malawi. Vitalk has the potential to fill this gap.
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At present, emerging technologies, such as machine learning, deep learning, or various forms of artificial intelligence are 
penetrating different fields of education, including foreign language education (FLE). Moreover, the current young generation 
was born into the technological environment, and they perceive technologies as being an indispensable part of their everyday 
life. However, they mainly use technologies in their informal learning, but there is not much research into emerging 
technologies in FLE, namely in teaching and learning English as an applied language. Therefore, the purpose of this systematic 
review is to identify, bring together, compare and analyze all of the technologies that are currently efficiently employed in 
foreign language teaching and learning, and based on the findings of the detected experimental studies, we provide specific 
pedagogical implications on how to use these technologies in the acquisition of English as an applied language at the university 
level. The methodology followed the PRISMA guidelines for systematic reviews and meta-analyses. The results of the detected 
experimental studies revealed that there was a serious lack of the latest technologies, such as chatbots or virtual reality (VR) 
devices, that are being empirically employed in a foreign language (FL) education. Moreover, mobile apps are merely focused on 
the development of FL vocabulary. The findings also indicate that although the FL teachers might theoretically know about 
these latest technological devices, such as neural machine translation, they do not know how to practically implement them in 
their teaching process. Therefore, this research suggests that teachers must be trained and pedagogically guided on how to 
purposefully implement them in their FL classes to support traditional instruction in order to identify what skills or language 
structures could be developed through their use. In addition, it is also claimed that more experimental studies are needed to 
clearly the evidence and its usefulness in teaching a foreign language as an applied language. © 2023 by the authors.
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Independent language learning is paramount for those wishing to develop proficiency in a second or foreign language. Language 
learners often have few opportunities to communicate and interact actively in their target language. In this two-phase study, a 
chatbot was developed to assist second-language learners at a tertiary education institution in Hong Kong with independent 
language learning. I employed a questionnaire (N = 128) followed by semi-structured interviews (N = 12) to gain holistic insight 
into learners' experiences with the chatbot. The results suggested that the participants enjoyed interacting with the chatbot 
both in and out of class and perceived that it improved their English skills. These findings have implications for language 
teachers and the future development of chatbots.
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Companies are increasingly employing text-based chatbots as a time and cost-efficient way to interact with customers. While 
companies begin to explore anthropomorphic chatbot designs by imbuing chatbots with human-like characteristics, the 
effectiveness of chatbot anthropomorphism remains unclear. We conducted three experiments to assess the effectiveness of 
chatbot anthropomorphism in customer–chatbot interactions. By equipping chatbots with human-like linguistic cues, we evoke 
different levels of chatbot anthropomorphism. Our results show significant positive effects of chatbot anthropomorphism on 
trust, purchase intention, word of mouth, and satisfaction with the shopping experience. More importantly, we identify social 
presence as the underlying mediating mechanism of these effects. These effects are robust and not contingent on different 
shopping contexts distinguished by hedonic versus utilitarian shopping motivations or the disclosure of (non-)sensitive 
information by customers. The present research derives managerial implications for companies that seek to effectively employ 
chatbots in customer interactions. Further, this study advances research on customers’ reactions towards anthropomorphized 
chatbots and demonstrates that social presence is a critical driver of successful customer-chatbot interactions. © 2022 Elsevier 
Ltd
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Chatbots hold the promise of revolutionizing education by engaging learners, personalizing learning activities, supporting 
educators, and developing deep insight into learners’ behavior. However, there is a lack of studies that analyze the recent 
evidence-based chatbot-learner interaction design techniques applied in education. This study presents a systematic review of 
36 papers to understand, compare, and reflect on recent attempts to utilize chatbots in education using seven dimensions: 
educational field, platform, design principles, the role of chatbots, interaction styles, evidence, and limitations. The results show 
that the chatbots were mainly designed on a web platform to teach computer science, language, general education, and a few 
other fields such as engineering and mathematics. Further, more than half of the chatbots were used as teaching agents, while 
more than a third were peer agents. Most of the chatbots used a predetermined conversational path, and more than a quarter 
utilized a personalized learning approach that catered to students’ learning needs, while other chatbots used experiential and 
collaborative learning besides other design principles. Moreover, more than a third of the chatbots were evaluated with 
experiments, and the results primarily point to improved learning and subjective satisfaction. Challenges and limitations include 
inadequate or insufficient dataset training and a lack of reliance on usability heuristics. Future studies should explore the effect 
of chatbot personality and localization on subjective satisfaction and learning effectiveness. © 2022, The Author(s).
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Appl Clin Inform 2023 OBJECTIVES: Patient and provider-facing screening tools for social determinants of health have been explored in a variety of 
contexts; however, effective screening and resource referral remains challenging, and less is known about how patients perceive 
chatbots as potential social needs screening tools. We investigated patient perceptions of a chatbot for social needs screening 
using three implementation outcome measures: acceptability, feasibility, and appropriateness. METHODS: We implemented a 
chatbot for social needs screening at one large public hospital emergency department (ED) and used concurrent triangulation to 
assess perceptions of the chatbot use for screening. 350 ED visitors completed the social needs screening and rated the chatbot 
on implementation outcome measures, and 22 participants engaged in follow-up phone interviews. RESULTS: The screened 
participants ranged in age from 18 to 90 years old and were diverse in race/ethnicity, education, and insurance status. 
Participants (n=350) rated the chatbot as an acceptable, feasible and appropriate way of screening. Through interviews (n=22), 
participants explained that the chatbot was a responsive, private, easy to use, efficient, and comfortable channel to report 
social needs in the ED, but wanted more information on data use and more support in accessing resources. CONCLUSIONS: In 
this study, we deployed a chatbot for social needs screening in a real-world context and found patients perceived the chatbot to 
be an acceptable, feasible, and appropriate modality for social needs screening. Findings suggest that chatbots are a promising 
modality for social needs screening and can successfully engage a large, diverse patient population in the ED. This is significant, 
as it suggests that chatbots could facilitate a screening process that ultimately connects patients to care for social needs, 
improving health and well-being for members of vulnerable patient populations.
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BACKGROUND: Many individuals with suicide risk present to acute care settings such as emergency departments (EDs). 
However, staffing and time constraints mean that many EDs are not well equipped to deliver evidence-based interventions for 
patients experiencing suicidality. An existing intervention initiated in the ED for patients with suicide risk (Emergency 
Department Safety Assessment and Follow-up Evaluation [ED-SAFE]) has been found to be effective but faces trenchant barriers 
for widespread adoption. OBJECTIVE: On the basis of the ED-SAFE intervention, we aimed to develop 2 apps for patients with 
suicide risk: a web app guiding patients through safety planning in the ED (ED app) and a smartphone app providing patients 
components of the ED-SAFE program on their phones after discharge (patient app). We then tested the usability of these apps 
with patients presenting to the ED with suicide risk. METHODS: Using a user-centered design framework, we first developed 
user personas to explore the needs and characteristics of patients who are at risk for suicide using inputs from clinicians (n=3) 
and suicidologists (n=4). Next, we validated these personas during interviews with individuals with lived experience of 
suicidality (n=6) and used them to inform our application designs. We field-tested the apps with ED patients presenting with 
suicide risk (n=14) in 2 iterative cycles to assess their usability and engagement using a mixed methods approach. We also rated 
the quality and fidelity of the safety plans created. RESULTS: We developed 2 interoperable and complementary apps. The first 
is a web app designed for use on a tablet device during ED admission that guides the patient by creating a safety plan using a 
chatbot-style interface. The second is a smartphone app for use after discharge and allows the patient to view, edit, and share 
their completed safety plan; access self-care education, helplines, and behavioral health referrals; and track follow-up 
appointments with the study clinician. The initial prototype usability testing (n=9) demonstrated satisfactory scores (ED app 
System Usability Scale [SUS], mean 78.6/100, SD 24.1; User Engagement Scale, mean 3.74/5, SD 0.72; patient app SUS, mean 
81.7/100, SD 20.1). After refining the apps based on participant feedback, the second cycle testing (n=5) showed improvement 
(ED app SUS, mean 90.5/100, SD 9.9; User Engagement Scale, mean 4.07/5, SD 0.36; patient app SUS, mean 97.0/100, SD 1.9). 
The quality ratings for completed safety plans were satisfactory (Safety Planning Intervention Scoring Algorithm-Brief, mean 
27.4, SD 3.4). CONCLUSIONS: By adopting a user-centered approach and creating personas to guide development, we were able 
to create apps for ED patients with suicide risk and obtain satisfactory usability, engagement, and quality scores. Developing 
digital health tools based on user-centered design principles that deliver evidence-based intervention components may help 
overcome trenchant implementation barriers in challenging health care settings.
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Natural language processing (NLP) techniques have become increasingly popular in areas of psychological assessment. Recently, 
researchers have sought to use NLP techniques for automatic item generation (AIG) in the personality domain. Nevertheless, 
NLP-based approaches to personality AIG are new and many questions are still unanswered. Our research builds upon previous 
illustrations of AIG in personality in several ways. First, we applied a prompt-based generative pre-trained transformer 3 (GPT-3) 
to generate personality items. This approach provides several practical advantages for researchers and practitioners compared 
to previous AIG approaches. Second, we thoroughly compared various psychometric properties between machine- and human-
authored personality items. Lastly, we examined the measurement invariance of machine-authored personality items between 
gender groups to ensure fair organizational decision-making. Results revealed that the machine-authored personality items 
provided good psychometric properties and little measurement biases between genders. Practical considerations, contributions, 
and future research directions of the AIG technique for non-cognitive tests were discussed. © 2022, The Author(s), under 
exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature.
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medRxiv 2023 IMPORTANCE: Artificial intelligence (AI) applications in health care have been effective in many areas of medicine, but they are 
often trained for a single task using labeled data, making deployment and generalizability challenging. Whether a general-
purpose AI language model can perform diagnosis and triage is unknown. OBJECTIVE: Compare the general-purpose Generative 
Pre-trained Transformer 3 (GPT-3) AI model's diagnostic and triage performance to attending physicians and lay adults who use 
the Internet. DESIGN: We compared the accuracy of GPT-3's diagnostic and triage ability for 48 validated case vignettes of both 
common (e.g., viral illness) and severe (e.g., heart attack) conditions to lay people and practicing physicians. Finally, we 
examined how well calibrated GPT-3's confidence was for diagnosis and triage. SETTING AND PARTICIPANTS: The GPT-3 model, 
a nationally representative sample of lay people, and practicing physicians. EXPOSURE: Validated case vignettes (<60 words; <6 
(th) grade reading level). MAIN OUTCOMES AND MEASURES: Correct diagnosis, correct triage. RESULTS: Among all cases, GPT-3 
replied with the correct diagnosis in its top 3 for 88% (95% CI, 75% to 94%) of cases, compared to 54% (95% CI, 53% to 55%) for 
lay individuals (p<0.001) and 96% (95% CI, 94% to 97%) for physicians (p=0.0354). GPT-3 triaged (71% correct; 95% CI, 57% to 
82%) similarly to lay individuals (74%; 95% CI, 73% to 75%; p=0.73); both were significantly worse than physicians (91%; 95% 
CI, 89% to 93%; p<0.001). As measured by the Brier score, GPT-3 confidence in its top prediction was reasonably well-calibrated 
for diagnosis (Brier score = 0.18) and triage (Brier score = 0.22). CONCLUSIONS AND RELEVANCE: A general-purpose AI language 
model without any content-specific training could perform diagnosis at levels close to, but below physicians and better than lay 
individuals. The model was performed less well on triage, where its performance was closer to that of lay individuals.
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Hum Genet 2023 01. Okt Chatbots, web-based artificial intelligence tools that simulate human conversation, are increasingly in use to support many 
areas of genomic medicine. However, patient preferences towards using chatbots across the range of clinical settings are 
unknown. We conducted a qualitative study with individuals who underwent genetic testing for themselves or their child. 
Participants were asked about their preferences for using a chatbot within the genetic testing journey. Thematic analysis 
employing interpretive description was used. We interviewed 30 participants (67% female, 50% 50 + years). Participants 
considered chatbots to be inefficient for very simple tasks (e.g., answering FAQs) or very complex tasks (e.g., explaining results). 
Chatbots were acceptable for moderately complex tasks where participants perceived a favorable return on their investment of 
time and energy. In addition to achieving this "sweet spot," participants anticipated that their comfort with chatbots would 
increase if the chatbot was used as a complement to but not a replacement for usual care. Participants wanted a "safety net" 
(i.e., access to a clinician) for needs not addressed by the chatbot. This study provides timely insights into patients' comfort with 
and perceived limitations of chatbots for genomic medicine and can inform their implementation in practice.
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Chatbots, web-based artificial intelligence tools that simulate human conversation, are increasingly in use to support many 
areas of genomic medicine. However, patient preferences towards using chatbots across the range of clinical settings are 
unknown. We conducted a qualitative study with individuals who underwent genetic testing for themselves or their child. 
Participants were asked about their preferences for using a chatbot within the genetic testing journey. Thematic analysis 
employing interpretive description was used. We interviewed 30 participants (67% female, 50% 50 + years). Participants 
considered chatbots to be inefficient for very simple tasks (e.g., answering FAQs) or very complex tasks (e.g., explaining results). 
Chatbots were acceptable for moderately complex tasks where participants perceived a favorable return on their investment of 
time and energy. In addition to achieving this “sweet spot,” participants anticipated that their comfort with chatbots would 
increase if the chatbot was used as a complement to but not a replacement for usual care. Participants wanted a “safety net” 
(i.e., access to a clinician) for needs not addressed by the chatbot. This study provides timely insights into patients’ comfort with 
and perceived limitations of chatbots for genomic medicine and can inform their implementation in practice.
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Nobody might at any point imagine that this world would come at a halt in 2020, when the Covid 19 previously hit nobody 
accepted it could get such gigantic changes which would change the world as far as we might be concerned. It welcomed on 
many changes like work-from-home, social separating, changes in how cleanliness is kept up with and with it hits to various 
enterprises as well as an opportunity to arrive at new levels regarding innovation, particularly in lodgings. With the requirement 
for contactless assistance during the pandemic, the upsides of an AI attendant turned out to be significantly additionally 
articulated. The study descriptive in nature and adopted snowball sampling for collecting the data. The study the impact of 
covid -19 on the usage of artificial Intelligence, regression analysis was applied and found that among AI and RS AI (Chat-bots, 
Motion Detectors, Voice Recognition System) and RS (Online Reservation AI TOOLS INFLUENCING GUEST IN HOTELS 69 Portal), 
RS is relatively more important than the AI in explaining the guest intensity to stay. Study also explained that customer age is 
not significantly (0.103) impacted the guest intensity to stay in hotel.
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We reflect on our experiences of using Generative Pre-trained Transformer ChatGPT, a chatbot launched by OpenAI in 
November 2022, to draft a research article. We aim to demonstrate how ChatGPT could help researchers to accelerate drafting 
their papers. We created a simulated data set of 100 000 health care workers with varying ages, Body Mass Index (BMI), and 
risk profiles. Simulation data allow analysts to test statistical analysis techniques, such as machine-learning based approaches, 
without compromising patient privacy. Infections were simulated with a randomized probability of hospitalisation. A subset of 
these fictitious people was vaccinated with a fictional vaccine that reduced this probability of hospitalisation after infection. We 
then used ChatGPT to help us decide how to handle the simulated data in order to determine vaccine effectiveness and draft a 
related research paper. AI-based language models in data analysis and scientific writing are an area of growing interest, and this 
exemplar analysis aims to contribute to the understanding of how ChatGPT can be used to facilitate these tasks.

10.7189/jogh.13.01003
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Nat Biotechnol 2023 Deep-learning language models have shown promise in various biotechnological applications, including protein design and 
engineering. Here we describe ProGen, a language model that can generate protein sequences with a predictable function 
across large protein families, akin to generating grammatically and semantically correct natural language sentences on diverse 
topics. The model was trained on 280 million protein sequences from >19,000 families and is augmented with control tags 
specifying protein properties. ProGen can be further fine-tuned to curated sequences and tags to improve controllable 
generation performance of proteins from families with sufficient homologous samples. Artificial proteins fine-tuned to five 
distinct lysozyme families showed similar catalytic efficiencies as natural lysozymes, with sequence identity to natural proteins 
as low as 31.4%. ProGen is readily adapted to diverse protein families, as we demonstrate with chorismate mutase and malate 
dehydrogenase.
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2023 11 102-121 Today’s probabilistic language generators fall short when it comes to producing coherent and fluent text despite the fact that 
the underlying models perform well under standard metrics (e.g., perplexity). This discrepancy has puzzled the language 
generation community for the last few years. In this work, we posit that the abstraction of natural language generation as a 
discrete stochastic process—which allows for an information-theoretic analysis—can provide new insights into the behavior of 
probabilistic language generators, for example, why high-probability texts can be dull or repetitive. Humans use language as a 
means of communicating information, aiming to do so in a simultaneously efficient and error-minimizing manner; in fact, 
psycholinguistics research suggests humans choose each word in a string with this subconscious goal in mind. We formally 
define the set of strings that meet this criterion: Those for which each word has an information content close to the expected 
information content, namely, the conditional entropy of our model. We then propose a simple and efficient procedure for 
enforcing this criterion when generating from probabilistic models, which we call locally typical sampling. Automatic and 
human evaluations show that, in comparison to nucleus and top-k sampling, locally typical sampling offers competitive 
performance (in both abstractive summarization and story generation) in terms of quality while consistently reducing 
degenerate repetitions. © 2023 Association for Computational Linguistics. Distributed under a CC-BY 4.0 license.
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ArXiv 2023 Humans perceive discrete events such as "restaurant visits" and "train rides" in their continuous experience. One important 
prerequisite for studying human event perception is the ability of researchers to quantify when one event ends and another 
begins. Typically, this information is derived by aggregating behavioral annotations from several observers. Here we present an 
alternative computational approach where event boundaries are derived using a large language model, GPT-3, instead of using 
human annotations. We demonstrate that GPT-3 can segment continuous narrative text into events. GPT-3-annotated events 
are significantly correlated with human event annotations. Furthermore, these GPT-derived annotations achieve a good 
approximation of the "consensus" solution (obtained by averaging across human annotations); the boundaries identified by GPT-
3 are closer to the consensus, on average, than boundaries identified by individual human annotators. This finding suggests that 
GPT-3 provides a feasible solution for automated event annotations, and it demonstrates a further parallel between human 
cognition and prediction in large language models. In the future, GPT-3 may thereby help to elucidate the principles underlying 
human event perception.
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This paper deals with an investigation centered on developing a real estate app on the basis of Artificial Intelligence and Virtual 
Reality technologies. The study explores the advantages and disadvantages of using Artificial Intelligence and Virtual Reality 
technologies in real estate. The main focus of the study was on AI/VR applications that have importance for the real estate 
industry. This paper explains how AI and VR technologies can benefit the real estate market. VR and AI technologies have had a 
long history in the academic world since the middle of the last century, but not at the same level, due to the lack of large 
amounts of data and computational power required for both technologies. In recent years, the expansion of IT technologies has 
helped to remove the technical obstacles, which is why the interest in VR and AI technologies has acutely increased in society 
and the public over the past several years. Not only the research and abstract ideas of the virtual world but also the feasibility 
of companies from different industries are becoming more and more relevant. In particular, when it comes to virtual reality, the 
focus is on 360° images. With special cameras, the entire environment can be captured in a three-dimensional space and then 
cut together in such a way that the viewer can actually look around in this room and monitor events from his perspective. This 
opens the possibility of presenting different content in a completely new way. Technical shortcomings currently hamper the 
feeling of true immersion in virtual worlds. A detailed literature review provides the necessary theoretical basis for artificial 
intelligence and virtual reality with a particular emphasis on its use in the real estate industry. © 2023 by the authors.
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Text style transfer aims at transforming the style of a piece of text while keeping its primary content. The style of the text is 
usually defined as a particular writing tone in different categories, such as formality, politeness, sentiment, and political slant. 
Recently, most of the work in the area has been devoted to the problem of sentiment transfer, which tries to transfer an 
opinionated text into a positive or negative perspective. It has applications in marketing, political news, chatbots, writing tools, 
and many others. On the other hand, emotions as the basic forms of sentiments have brought many attentions to different 
tasks, including image style transfer but they are not well expressed in text style transfer yet. This article presents a text 
emotion transfer model that transforms the style of a text to each of the predefined ‘anger’, ‘fear’, ‘joy’, and ‘sadness’ emotions. 
Relying on masked language modeling and transfer learning, the proposed model can perform efficiently on limited amounts of 
emotion-annotated data. Moreover, the model shows promising experimental results against other existing models considering 
style transfer accuracy, content preservation, and fluency in the ISEAR and TEC emotion corpora. © 2022 Elsevier B.V.
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Sexual and gender-based violence (SGBV)-both during times of war and peace-can have impactful negative social and health 
outcomes. Reports of rape being used as an act of war in Ukraine are drawing global attention to the need for specialized care 
for sexual and gender-based violence survivors during times of war and thereafter. While data remains limited, in 3 November 
2022.7 million people in Ukraine were reported to need GBV prevention and response services. Services offered by the 
government and civil society include: a coordination centre of free legal aid, online and mobile platforms, chat-bots, hotlines, 
assistance centres, shelters, crisis rooms and mobile brigades. Rehabilitation services to support women and girls who have 
experienced SGBV during times of conflict and war, however, remain limited. We must make sure that our understanding of 
rehabilitation extends beyond providing physical modalities or recovery after surgery, and that SGBV survivors are not excluded 
from necessary care. This is particularly important if we want to ensure that rehabilitation services are meeting the needs of the 
most vulnerable populations. We call on the international rehabilitation community to ensure availability of and access to these 
vital life-changing services.
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This paper presents a Prolog-based reasoning module to generate counterfactual explana-tions given the predictions computed 
by a black-box classifier. Our approach comprises four well-defined stages that can be applied to any structured pattern 
classification prob-lem. Firstly, we pre-process the given dataset by imputing missing values and normalizing the numerical 
features. Secondly, we transform numerical features into symbolic ones using fuzzy clustering such that extracted fuzzy clusters 
are mapped to an ordered set of predefined symbols. Thirdly, we encode instances as a Prolog rule using the nominal val-ues, 
the predefined symbols, the decision classes, and the confidence values. Fourthly, we compute the overall confidence of each 
Prolog rule using fuzzy-rough set theory to han-dle the uncertainty caused by transforming numerical quantities into symbols. 
This step comes with an additional theoretical contribution to a new similarity function to compare the previously defined 
Prolog rules involving confidence values. Finally, we implement a chatbot as a proxy between humans and the Prolog-based 
reasoning module to resolve nat-ural language queries and generate counterfactual explanations. During the numerical sim-
ulations using synthetic datasets, we study the performance of our system when using different fuzzy operators and similarity 
functions.(c) 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).
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Conversational agents can facilitate learning discussions by applying natural language understanding to process students' 
discourse. Agents can assume the roles of figures such as peers or mentors, to promote actions similar to human interactions. In 
this study, we explore how and for whom different role designs of a text-based agent (i.e., chatbot) can facilitate discussion 
patterns and systems thinking in small-group discussions. Participants included 172 students in 9th grade (ages 13–14). 
Participants were randomly assigned to groups of five students and interacted with no agent, an expert agent, or a less 
knowledgeable peer agent. Results suggest that both agents facilitated learning of systems mechanisms by enhancing 
transactive exchange, where students built on prior ideas in their discussion groups. We also found differences in the agents' 
effects on discussion and learning outcomes based on groups' variation in systems thinking pre-test. Findings highlight the 
importance of role design considerations of agents in group settings. © 2022 The Author
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Question-Answer systems are now very popular and crucial to support human in automatically responding frequent questions in 
many fields. However, these systems depend on learning methods and training data. Therefore, it is necessary to prepare such a 
good dataset, but it is not an easy job. An ontol-ogy-based domain knowledge base is able to help to reason semantic 
information and make effective answers given user questions. This study proposes a novel chatbot model involving ontology to 
generate efficient responses automatically. A case study of admissions advising at the International University-VNU HCMC is 
taken into account in the proposed chatbot. A domain ontology is designed and built based on the domain knowledge of 
university admissions using Protege. The Web user interface of the proposed chatbot system is developed as a prototype using 
NetBeans. It includes a search engine reasoning the ontology and generat-ing answers to users' questions. Two experiments are 
carried out to test how the system reacts to different questions. The first experiment examines questions made from some 
templates, and the second one examines normal questions taken from frequent questions. Experimental results have shown 
that the ontology-based chatbot can release meaningful and long answers. The results are analysed to prove the proposed 
chatbot is usable and promising.

10.32604/iasc.2023.032080

W. Ni, Shen, 
Q., Liu, T., 
Zeng, Q., Xu, 
L.

Generating 
textual 
emergency plans 
for 
unconventional 
emergencies — 
A natural 
language 
processing 
approach

Safety Science 2023 160 article, decision making, deep 
learning, emergency patient, 
feasibility study, human, 
human experiment, 
knowledge base, natural 
language processing

An emergency plan is an emergency administrative document that specifies the course of actions taken to minimize the effects 
of a crisis or incident. Establishing high-quality emergency plans has been a fundamental task for various emergency 
administrative agencies. Traditionally, emergency plans are developed based on the experiences of handling past emergencies, 
thus may not be well applied to unconventional emergencies that arise in an unrepeatable and unpredictable manner. This work 
proposes a novel emergency plan generation approach to assist decision-making under unconventional emergent situations. 
This goal is achieved by leveraging deep-learning-based natural language techniques to explore the interrelationship between 
existing emergency plans developed for common emergencies and the target unconventional emergency. In particular, an 
emergency response knowledge base is constructed based on a large number of existing emergency plans, and the relevant part 
with respect to the target unconventional emergency is retrieved. Then the new emergency plan is formed by organizing the 
relevant knowledge guided by a pre-defined emergency plan template. Furthermore, a novel emergency plan evaluation 
approach is proposed to perform a comprehensive evaluation of the quality of generated emergency plans. Empirical results on 
a real-world unconventional emergency case verify the feasibility of our emergency plan generation approach.
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An emergency plan is an emergency administrative document that specifies the course of actions taken to minimize the effects 
of a crisis or incident. Establishing high-quality emergency plans has been a fundamental task for various emergency 
administrative agencies. Traditionally, emergency plans are developed based on the experiences of handling past emergencies, 
thus may not be well applied to unconventional emergencies that arise in an unrepeatable and unpredictable manner. This work 
proposes a novel emergency plan generation approach to assist decision-making under unconventional emergent situations. 
This goal is achieved by leveraging deep-learning-based natural language techniques to explore the interrelationship between 
existing emergency plans developed for common emergencies and the target unconventional emergency. In particular, an 
emergency response knowledge base is constructed based on a large number of existing emergency plans, and the relevant part 
with respect to the target unconventional emergency is retrieved. Then the new emergency plan is formed by organizing the 
relevant knowledge guided by a pre-defined emergency plan template. Furthermore, a novel emergency plan evaluation 
approach is proposed to perform a comprehensive evaluation of the quality of generated emergency plans. Empirical results on 
a real-world unconventional emergency case verify the feasibility of our emergency plan generation approach.
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In this study, a new approach called Contextualized Deep SemSpace is proposed for intent detection. First, the synset vectors 
are determined by training the generalized SemSpace method with the WordNet 3.1 data. Then, each word in an intent dataset 
is transformed into a synset vector by a contextualized approach, and finally, the synset vectors are trained with a deep learning 
model using BLSTM. Since the proposed approach adapts the contextualized semantic vectors to the dataset with a deep 
learning model, it treats like one of contextualized deep embeddings like BERT, ELMo, and GPT-3 methods. In order to measure 
the success of the proposed approach, some experiments have been carried out on six well-known intent detection benchmark 
datasets (ATIS, Snips, Facebook, Ask Ubuntu, WebApp, and Chatbot). Although the dependence of its vocabulary on WordNet 
causes a serious number of out of vocabulary problems, results showed that the proposed approach is the most successful 
intent classifier in the literature. According to these results, it can be said that deep learning-based contextualized synset 
vectors can be used successfully in many problems. © 2022, King Fahd University of Petroleum & Minerals.
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Identifying which words present in a text may be difficult to understand by common readers is a well-known subtask in text 
complexity analysis. The advent of deep language models has also established the new state-of-the-art in this task by means of 
end-to-end semi-supervised (pre-trained) and downstream training of, mainly, transformer-based neural networks. 
Nevertheless, the usefulness of traditional linguistic features in combination with neural encodings is worth exploring, as the 
computational cost needed for training and running such networks is becoming more and more relevant with energy-saving 
constraints. This study explores lexical complexity prediction (LCP) by combining pre-trained and adjusted transformer networks 
with different types of traditional linguistic features. We apply these features over classical machine learning classifiers. Our 
best results are obtained by applying Support Vector Machines on an English corpus in an LCP task solved as a regression 
problem. The results show that linguistic features can be useful in LCP tasks and may improve the performance of deep learning 
systems.
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As the world becomes more digitalized, technologies have been enhancing day by day and are interconnected in all aspects. It is 
tedious to book an appointment with doctors for all the health-related issues in person. The aim is to create a medical bot 
application using AI from where we can consult a doctor from our comfort at home. This will assist by reducing travel expenses 
and enhancing availability to medical understanding through a medical chatbot under our roof. It is among the most efficient 
and time-saving innovations, but in need to do many chores, chatbots must be made better in the medical community. The 
proposed design is using AI to develop a medical chatbot that can diagnose disorders and provide basic information before 
approaching a doctor. To overcome this limitation, this project creates a platform for humans to interact with a talkbot that has 
been intensively developed on data sets using machine learning methods. Instead of taking a logical approach to computation, 
machine learning algorithms take a more natural approach. The information is kept in the directory in order to identify the code 
word, resolve the query, and respond to the question.
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Depression is a worldwide health issue to which various physical, psychological, and social health problems are attributable. To 
address the issue through the promotion of digital mental healthcare content use, this study examines factors influencing 
people’s intentions to use the content, guided by the technology acceptance model and uses and gratifications theory. A total of 
278 students and faculty/staff members at a Korean university tried using a digital mental healthcare content (e.g., artificial 
intelligence chatbot content) called MyMentalPocket and completed a survey questionnaire associated with their perceptions of 
the content. Participants’ depression levels, perceived usefulness, and parasocial interactions emerged as significant and 
positive factors influencing people’s intentions to use MyMentalPocket. Female gender, younger age, and specific motives for 
depression-related digital technology use (i.e., communication and emotional support, information- and guidance-seeking, and 
habitual entertainment-seeking motives) emerged as significant and positive factors influencing parasocial interactions. 
Parasocial interactions and perceived ease of use emerged as significant and positive factors influencing perceived usefulness. 
The findings from this study imply the utility of AI chatbots as a way to help people, especially females and younger people with 
depression and interpersonal difficulties, to utilize and benefit from digital mental healthcare content for depression 
management. © 2023 by the authors.

10.3390/su15010872 https://www.scopus.com/inward/record.uri?eid=2-
s2.0-
85146030208&doi=10.3390%2fsu15010872&partn
erID=40&md5=958e19ee3cff7c841358b18fd2f0994
a

S. H. Park Authorship 
Policy of the 
Korean Journal 
of Radiology 
Regarding 
Artificial 
Intelligence 
Large Language 
Models Such as 
ChatGTP

Korean J Radiol 2023 10.3348/kjr.2023.0112

S. B. Patel, 
Lam, K.

ChatGPT: the 
future of 
discharge 
summaries?

Lancet Digit 
Health

2023 10.1016/s2589-7500(23)00021-3

G. Pavone, 
Meyer-
Waarden, L., 
Munzel, A.

Rage Against the 
Machine: 
Experimental 
Insights into 
Customers’ 
Negative 
Emotional 
Responses, 
Attributions of 
Responsibility, 
and Coping 
Strategies in 
Artificial 
Intelligence–Bas
ed Service 
Failures

Journal of 
Interactive 
Marketing

2023 58 1 52-71 anthropomorphic visual cues, 
artificial intelligence–based 
chatbots, attributions of 
responsibility, coping 
strategies, negative emotions, 
service failure

In their interactions with chatbots, consumers often encounter technology failures that evoke negative emotions, such as anger 
and frustration. To clarify the effects of such encounters, this article addresses how service failures involving artificial 
intelligence–based chatbots affect customers’ emotions, attributions of responsibility, and coping strategies. In addition to 
comparing the outcomes of a service failure involving a human agent versus a chatbot (Study 1), the research framework 
integrates the potential influences of anthropomorphic visual cues and intentionality (Studies 2 and 3). Through three 
experimental designs, the study reveals that when interacting with chatbots, customers blame the company more for the 
negative outcome, experiencing mainly frustration, compared with when they interact with a human agent. As the chatbot is 
perceived as not having intentions and control over them, it is not considered responsible. Thus, the company bears more 
responsibility for the poor service performance. However, the authors suggest that anthropomorphic visual cues might help 
mitigate the negative attributions to the company. The attribution of humanlike characteristics also helps promote both 
problem-focused coping, which helps consumers actively handle the service failure, and emotion-focused coping, which helps 
restore the emotional balance disrupted by the negative event. © American Marketing Association 2022.
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BACKGROUND: Disparities in COVID-19 information and vaccine access have emerged during the pandemic. Individuals from 
historically excluded communities (eg, Black and Latin American) experience disproportionately negative health outcomes 
related to COVID-19. Community gaps in COVID-19 education, social, and health care services (including vaccines) should be 
prioritized as a critical effort to end the pandemic. Misinformation created by the politicization of COVID-19 and related public 
health measures has magnified the pandemic's challenges, including access to health care, vaccination and testing efforts, as 
well as personal protective equipment. Information and Communication Technology (ICT) has been demonstrated to reduce the 
gaps of marginalization in education and access among communities. Chatbots are an increasingly present example of ICTs, 
particularly in health care and in relation to the COVID-19 pandemic. OBJECTIVE: This project aimed to (1) follow an inclusive 
and theoretically driven design process to develop and test a COVID-19 information ICT bilingual (English and Spanish) chatbot 
tool named "Ana" and (2) characterize and evaluate user experiences of these innovative technologies. METHODS: Ana was 
developed following a multitheoretical framework, and the project team was comprised of public health experts, behavioral 
scientists, community members, and medical team. A total of 7 iterations of ß chatbots were tested, and a total of 22 ß testers 
participated in this process. Content was curated primarily to provide users with factual answers to common questions about 
COVID-19. To ensure relevance of the content, topics were driven by community concerns and questions, as ascertained through 
research. Ana's repository of educational content was based on national and international organizations as well as 
interdisciplinary experts. In the context of this development and pilot project, we identified an evaluation framework to explore 
reach, engagement, and satisfaction. RESULTS: A total of 626 community members used Ana from August 2021 to March 2022. 
Among those participants, 346 used the English version, with an average of 43 users per month; and 280 participants used the 
Spanish version, with an average of 40 users monthly. Across all users, 63.87% (n=221) of English users and 22.14% (n=62) of 
Spanish users returned to use Ana at least once; 18.49% (n=64) among the English version users and 18.57% (n=52) among the 
Spanish version users reported their ranking. Positive ranking comprised the "smiley" and "loved" emojis, and negative ranking 
comprised the "neutral," "sad," and "mad" emojis. When comparing negative and positive experiences, the latter was higher 
across Ana's platforms (English: n=41, 64.06%; Spanish: n=41, 77.35%) versus the former (English: n=23, 35.93%; Spanish: n=12, 
22.64%). CONCLUSIONS: This pilot project demonstrated the feasibility and capacity of an innovative ICT to share COVID-19 
information within diverse communities. Creating a chatbot like Ana with bilingual content contributed to an equitable 
approach to address the lack of accessible COVID-19-related information.
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Online learning enables academic institutions to accommodate increased student numbers at scale. With this scale comes high 
demands on support staff for help in dealing with general questions relating to qualifications and registration. Chatbots that 
implement Frequently Asked Questions (FAQs) can be a valuable part in this support process. A chatbot can provide constant 
availability in answering common questions, allowing support staff to engage on higher value one-to-one communication with 
prospective students. A variety of approaches can be used to create these chatbots including vertical platforms, frameworks, 
and direct model implementation. A comparative analysis is required to establish which approach provides the most accuracy 
for an existing, available dataset.This paper compares intent classification results of two popular chatbot frameworks to a state-
of-the-art Sentence BERT (SBERT) model that can be used to build a robust chatbot. A methodology is outlined which includes 
the preparation of a university FAQ dataset into a chatbot friendly format for upload and training of each implementation. 
Results obtained from the framework-based implementations are generated using their published Application Programming 
Interfaces (APIs). This enables intent classification using testing phrases and finally comparison of F1 scores.Using ten intents 
comprising 284 training phrases and 85 testing phrases it was found that a SBERT model outperformed all others with an F1-
score of 0.99. Initial comparison with the literature suggests that the F1 -scores obtained for Google Dialogflow (0.96) and 
Microsoft QnA Maker (0.95) are very similar to other benchmarking exercises where NLU (Natural Language Understanding) has 
been compared.
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bioRxiv 2023 In this work we investigate how models with advanced natural language processing capabilities can be used to reduce the time-
consuming process of writing and revising scholarly manuscripts. To this end, we integrate large language models into the 
Manubot publishing ecosystem to suggest revisions for scholarly text. We tested our AI-based revision workflow in three case 
studies of existing manuscripts, including the present one. Our results suggest that these models can capture the concepts in the 
scholarly text and produce high-quality revisions that improve clarity. Given the amount of time that researchers put into 
crafting prose, we anticipate that this advance will revolutionize the type of knowledge work performed by academics.
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Extracting relational triplets from unstructured natural language texts are the most critical step in building a large-scale 
knowledge graph, but existing researches still have the following problems: 1) Existing models ignore the problem of relation 
overlapping caused by multiple triplets sharing the same entity in text; 2) The current joint extraction model based on encoder-
decoder does not fully consider the dependency relationship among words in the text; 3) The excessively long sequence of 
triplets leads to the accumulation and propagation of errors, which affects the precision and efficiency of relation extraction in 
entity. Based on this, a graph convolution-enhanced multi-channel decoding joint entity and relation extraction model (GMCD-
JERE) is proposed. First, the BiLSTM is introduced as a model encoder to strengthen the two-way feature fusion of words in the 
text; second, the dependency relationship between the words in the sentence is merged through the graph convolution multi-
hop mechanism to improve the accuracy of relation classification; third, through multi-channel decoding mechanism, the model 
solves the problem of relation overlapping, and alleviates the effect of error accumulation and propagation at the same time; 
fourth, the experiment selects the current three mainstream models for performance verification, and the results on the NYT 
(New York times) dataset show that the accuracy rate, recall rate, and F1 are increased by 4.3%, 5.1% and 4.8%. Also, the 
extraction order starting with the relation is verified in the WebNLG (Web natural language generation) dataset. © 2023, 
Science Press. All right reserved.
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Mineral exploration reports and documents are a rich data source that contains a large amount of geological environments in 
which mineral deposits form. Among them, it is difficult to extract the required answers from the large amount of geological 
data. Despite the availability of search engines and digital databases that can be used to store geological data, users are unable 
to retrieve the information needed for a specific field in a timely manner. As a result, users usually have to contend with the 
burden of browsing and filtering information, which can be a time-consuming process. To address this issue, we propose a 
robust end-to-end approach that can improve the efficiency and effectiveness of retrieving queries related to mineral 
exploration terms. First, we present an automated workflow for constructing automatic question-and-answer datasets based on 
the names and definitions in the mineral exploration ontology. The Bidirectional Encoder Representation from Transformers 
(BERT) model is trained to test the answers generated from the user input question. Finally, a prototype chatbot system based 
on the WeChat platform and constructed experiments for evaluation is presented. Our proposed method has powerful feature 
representation and learning capabilities and thus has the potential to be adopted by other specialized fields (especially where a 
large number of mineral exploration ontologies already exist). © 2023 The Authors
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Mineral exploration reports and documents are a rich data source that contains a large amount of geological environments in 
which mineral deposits form. Among them, it is difficult to extract the required answers from the large amount of geological 
data. Despite the availability of search engines and digital databases that can be used to store geological data, users are unable 
to retrieve the information needed for a specific field in a timely manner. As a result, users usually have to contend with the 
burden of browsing and filtering information, which can be a time-consuming process. To address this issue, we propose a 
robust end-to-end approach that can improve the efficiency and effectiveness of retrieving queries related to mineral 
exploration terms. First, we present an automated workflow for constructing automatic question-and-answer datasets based on 
the names and definitions in the mineral exploration ontology. The Bidirectional Encoder Representation from Transformers 
(BERT) model is trained to test the answers generated from the user input question. Finally, a prototype chatbot system based 
on the WeChat platform and constructed experiments for evaluation is presented. Our proposed method has powerful feature 
representation and learning capabilities and thus has the potential to be adopted by other specialized fields (especially where a 
large number of mineral exploration ontologies already exist).
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The development of emotional intelligence in children begins during the early years of a child. Although it is the responsibility of 
parents to help a child in developing emotional awareness, studies have shown the utility of software systems in aiding this 
process. In this paper, the author presents the design of an emotionally intelligent chatbot for children. The outcomes of an 
online survey conducted among the parents reported that 70% of the respondents felt that an emotionally intelligent 
interactive chatbot can be useful for children to cope with intense subject matters related to low grades, no friends, bullies, and 
others. The study highlights various features of a chatbot like a user interface, personalization, responsiveness, security, and 
human intervention. From the findings, the author has suggested five design principles along with the detailed architecture of a 
chatbot framework. The paper will be useful for future studies that seek to design and develop a highly efficient emotionally 
intelligent chatbot for children which is trusted by their parents.
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medRxiv 2023 BACKGROUND: ChatGPT, a popular new large language model (LLM) built by OpenAI, has shown impressive performance in a 
number of specialized applications. Despite the rising popularity and performance of AI, studies evaluating the use of LLMs for 
clinical decision support are lacking. PURPOSE: To evaluate ChatGPT's capacity for clinical decision support in radiology via the 
identification of appropriate imaging services for two important clinical presentations: breast cancer screening and breast pain. 
MATERIALS AND METHODS: We compared ChatGPT's responses to the American College of Radiology (ACR) Appropriateness 
Criteria for breast pain and breast cancer screening. Our prompt formats included an open-ended (OE) format, where ChatGPT 
was asked to provide the single most appropriate imaging procedure, and a select all that apply (SATA) format, where ChatGPT 
was given a list of imaging modalities to assess. Scoring criteria evaluated whether proposed imaging modalities were in 
accordance with ACR guidelines. RESULTS: ChatGPT achieved an average OE score of 1.83 (out of 2) and a SATA average 
percentage correct of 88.9% for breast cancer screening prompts, and an average OE score of 1.125 (out of 2) and a SATA 
average percentage correct of 58.3% for breast pain prompts. CONCLUSION: Our results demonstrate the feasibility of using 
ChatGPT for radiologic decision making, with the potential to improve clinical workflow and responsible use of radiology 
services.
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Context: Recent developments in natural language processing have facilitated the adoption of chatbots in typically collaborative 
software engineering tasks (such as diagram modelling). Families of experiments can assess the performance of tools and 
processes and, at the same time, alleviate some of the typical shortcomings of individual experiments (e.g., inaccurate and 
potentially biased results due to a small number of participants). Objective: Compare the usability of a chatbot for collaborative 
modelling (i.e., SOCIO) and an online web tool (i.e., Creately). Method: We conducted a family of three experiments to evaluate 
the usability of SOCIO against the Creately online collaborative tool in academic settings. Results: The student participants were 
faster at building class diagrams using the chatbot than with the online collaborative tool and more satisfied with SOCIO. 
Besides, the class diagrams built using the chatbot tended to be more concise - albeit slightly less complete. Conclusion: 
Chatbots appear to be helpful for building class diagrams. In fact, our study has helped us to shed light on the future direction 
for experimentation in this field and lays the groundwork for researching the applicability of chatbots in diagramming. © 2022 
IEEE.
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In user research, laddering interviews are particularly helpful in eliciting goals and underlying values. However, laddering 
interviews do not scale due to being time and training intensive. In this study, we propose and evaluate Ladderbot, a text-based 
conversational agent (CA) capable of facilitating human-like online laddering interviews. Ladderbot uses techniques inspired by 
face-to-face laddering to engage in an interactive conversation with users. In a between-subject experimental study with 256 
participants, we compare Ladderbot against established survey-based laddering approaches in exploring user values for 
smartphone use. We find that on average, participants participating in CA-based laddering interviews produce twice as many 
and significantly longer answers. Additionally, we identify the learnability of the CA-based interviews to be significantly higher 
compared to established survey-based laddering approaches. However, survey-based laddering more reliably produces ladders 
that end in values, while CA-based laddering trades clear attribute-consequence-value structures to explore negative gains. 
Therein, besides presenting a new CA-based laddering approach, our study has implications for how user researchers can utilize 
both survey- and CA-based laddering methods to paint a more complete and comprehensive picture. © 2022 Elsevier Ltd
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2023 5 1 117-135 The proliferation of powerful new forms of automated assistive writing technologies, natural language generation technologies 
in particular, raises crucial questions about the future of literacy living and learning. This article situates such technologies 
within the historical trajectory of literacy studies, arguing that the acceleration of natural language generation platforms like 
GPT-3 may reflect the emergence of a new autonomous model of literacy. Guided by recent theoretical work on automation 
and global computation, the article offers a series of speculative propositions for digital writing under the new autonomous 
model of literacy, focusing on questions of agency and subjectivity within a regime of computational racial capitalism. The 
article concludes with a gesture towards a resistive digital writing pedagogy wherein literacy scholars, educators, and students 
can resist the dominating potentials of technologies ostensibly designed to assist them. © 2022, The Author(s), under exclusive 
licence to Springer Nature Switzerland AG.
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Roll-to-Roll (R2R) manufacturing is used extensively in printing and flexible packaging industries. These commercially important 
markets exceeded $30B USD annually in the US in 2019 with employment of about 79,000. In addition, R2R operations are 
increasingly used to produce flexible electronic products and medical devices, which are easily damaged by electrostatic 
discharges (ESD). Many materials used in R2R operations such as polypropylene are insulating making them prone to 
accumulating static charges. Sparks from accumulated charges can ignite fires, injury employees, and damage products. 
Accumulated charges also cause static cling, which can disrupt machine operations. I estimate that waste caused by static 
electricity from injuries, damaged products, and machine downtime exceeds $600M USD annually in the US. This human 
suffering and waste may be eliminated by effective static control systems. Implementing effective static control on an R2R 
manufacturing line is a 4-step, data-driven process. First, identify sources of static charging with a static survey. Next, install 
static dissipaters forming a fault-tolerant, static control system. Once static dissipaters are operational, verify that static is well 
controlled with second static survey. Lastly, maintain static performance by regularly verifying static performance and by 
including static control in Management of Change procedures. © 1972-2012 IEEE.
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Virtual Mental Health Assistants (VMHAs) are utilized in health care to provide patient services such as counseling and 
suggestive care. They are not used for patient diagnostic assistance because they cannot adhere to safety constraints and 
specialized clinical process knowledge (ProKnow) used to obtain clinical diagnoses. In this work, we define ProKnow as an 
ordered set of information that maps to evidence-based guidelines or categories of conceptual understanding to experts in a 
domain. We also introduce a new dataset of diagnostic conversations guided by safety constraints and ProKnow that healthcare 
professionals use (ProKnow-data). We develop a method for natural language question generation (NLG) that collects diagnostic 
information from the patient interactively (ProKnow-algo). We demonstrate the limitations of using state-of-the-art large-scale 
language models (LMs) on this dataset. ProKnow-algo incorporates the process knowledge through explicitly modeling safety, 
knowledge capture, and explainability. As computational metrics for evaluation do not directly translate to clinical settings, we 
involve expert clinicians in designing evaluation metrics that test four properties: safety, logical coherence, and knowledge 
capture for explainability while minimizing the standard cross entropy loss to preserve distribution semantics-based similarity to 
the ground truth. LMs with ProKnow-algo generated 89% safer questions in the depression and anxiety domain (tested 
property: safety). Further, without ProKnow-algo generations question did not adhere to clinical process knowledge in ProKnow-
data (tested property: knowledge capture). In comparison, ProKnow-algo-based generations yield a 96% reduction in our 
metrics to measure knowledge capture. The explainability of the generated question is assessed by computing similarity with 
concepts in depression and anxiety knowledge bases. Overall, irrespective of the type of LMs, ProKnow-algo achieved an 
averaged 82% improvement over simple pre-trained LMs on safety, explainability, and process-guided question generation. For 
reproducibility, we will make ProKnow-data and the code repository of ProKnow-algo publicly available upon acceptance. 
Copyright © 2023 Roy, Gaur, Soltani, Rawte, Kalyan and Sheth.
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Chatbots are a promising resource for giving students feedback and helping them deploy metacognitive strategies in their 
learning processes. In this study we worked with a sample of 57 university students, 42 undergraduate and 15 Master's degree 
students in Health Sciences. A mixed research methodology was applied. The quantitative study analysed the influence of the 
variables educational level (undergraduate vs. master's degree) and level of prior knowledge on the frequency of chatbot use 
(low vs. average), learning outcomes, and satisfaction with the chatbot's usefulness. In addition, we examined whether the 
frequency of chatbot use depended on students' metacognitive strategies. The qualitative study analysed the students' 
suggestions for improvement to the chatbot and the type of questions it used. The results indicated that the level of degree 
being studied influenced the frequency of chatbot use and learning outcomes, with Master's students exhibiting higher levels of 
both, but levels of prior knowledge only influenced learning outcomes. Significant differences were also found in students' 
perceived satisfaction with the use of the chatbot, with Master's students scoring higher, but not with respect to the level of 
prior knowledge. No conclusive results were found regarding frequency of chatbot use and the levels of students' metacognitive 
strategies. Further studies are needed to guide this research based on the students' suggestions for improvement.
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The idea of developing a system that can converse and understand human languages has been around since the 1200 s. With 
the advancement in artificial intelligence (AI), Conversational AI came of age in 2010 with the launch of Apple's Siri. 
Conversational AI systems leveraged Natural Language Processing (NLP) to understand and converse with humans via speech 
and text. These systems have been deployed in sectors such as aviation, tourism, and healthcare. However, the application of 
Conversational AI in the architecture engineering and construction (AEC) industry is lagging, and little is known about the state 
of research on Conversational AI. Thus, this study presents a systematic review of Conversational AI in the AEC industry to 
provide insights into the current development and conducted a Focus Group Discussion to highlight challenges and validate 
areas of opportunities. The findings reveal that Conversational AI applications hold immense benefits for the AEC industry, but it 
is currently underexplored. The major challenges for the under exploration were highlighted and discusses for intervention. 
Lastly, opportunities and future research directions of Conversational AI are projected and validated which would improve the 
productivity and efficiency of the industry. This study presents the status quo of a fast-emerging research area and serves as the 
first attempt in the AEC field. Its findings would provide insights into the new field which be of benefit to researchers and 
stakeholders in the AEC industry. © 2022 The Author(s)
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Background: Conversational agents are currently a valid alternative to humans in first-level interviews with users who need 
information, even in-depth, about services or products. In application domains such as health care, this technology can become 
pervasive only if the perceived "quality in use" is appropriate. How to measure chatbot quality is an open question. The 
international standard ISO/IEC 25010 proposes a set of characteristics (effec-tiveness, efficiency, satisfaction, freedom from risk, 
and context coverage) to be considered when the "quality in use" of a software system has to be measured.Basic procedure: 
This study proposes a clinical chatbot comparison method based on quality. The proposed approach is based on Analytic 
Hierarchy Process methodology (AHP).Findings: Our contribution is twofold. First, we propose a set of measures for each 
characteristic of ISO/IEC 25010 according to three classes of functionality: providing information, providing prescriptions and 
process management. Moreover a quantitative method is proposed for making homogeneous the pairwise weights when the 
AHP is used for the "quality-in-use" comparison. As a case study, a comparison of two versions of a chatbot was performed. 
Conclusions: The results show that the proposed approach provides an effective reference base for performing quality 
comparisons of medical chatbots compliant with the ISO/IEC 25010 standard.
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Background: AI-based conversational agents or chatbots have been used as digital healthcare interventions to deliver cost-
efficient and personalized medical support. They have demonstrated benefits in disease diagnosis, monitoring and treatment 
support. In Asia, the availability of chatbots developed specifically for screening rheumatic conditions and delivering knowledge 
to people with rheumatic conditions is currently still lacking. In this pilot study, a regional healthcare system in Singapore set up 
a public-facing chatbot that allows users to use the symptom checker function to screen for potential systemic rheumatic 
diseases and musculoskeletal disorders. Patients with a moderate and high likelihood of systemic rheumatic conditions and 
inflammatory arthritides are advised on early presentation to a primary healthcare physician, which serves the purpose of 
validating screening and triaging by the chatbot and potential escalation for urgent specialist care. The study assesses the 
impact of the chatbot intervention by assessing the acceptance of the chatbot as a digital health intervention for screening, 
triaging and patient education. Methods: Patients who attended a rheumatology outpatient clinic were invited to participate in 
using the chatbot on mobile devices such as mobile phones or tablets before seeing their rheumatologist. The inclusion criteria 
were patients who could give consent, understand English, and are literate. At the end of the user experience, patients were 
requested to do a patient satisfaction survey, which included six questions measured on a Likert scale, 1 being Most Unsatisfied 
and 5 being Most Satisfied. A sample of the six questions is shown in Table 1. Survey results were analyzed. Results: One 
hundred fifty-one patients participated in the chatbot user experience. The overall user experience is positive, as all responses 
scored above 3. The top 3 patient satisfaction were: (1) the information presented on the chatbot was easy to understand, (2) 
they were comfortable with the use of chatbots to look up information before their consultation and (3) they will use the 
chatbot again if it allows them to find out the cause of their symptoms and how to manage them. Conclusion: A chatbot 
developed specifically for a multi-ethnic Asian population showed positive patient satisfaction after engagement with the 
chatbot. Future research will look into physician satisfaction and perception of change in behavior or practice due to the 
chatbot.
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Neural Comput 2023 35 3 309-342 Large language models (LLMs) have been transformative. They are pretrained foundational models that are self-supervised and 
can be adapted with fine-tuning to a wide range of natural language tasks, each of which previously would have required a 
separate network model. This is one step closer to the extraordinary versatility of human language. GPT-3 and, more recently, 
LaMDA, both of them LLMs, can carry on dialogs with humans on many topics after minimal priming with a few examples. 
However, there has been a wide range of reactions and debate on whether these LLMs understand what they are saying or 
exhibit signs of intelligence. This high variance is exhibited in three interviews with LLMs reaching wildly different conclusions. A 
new possibility was uncovered that could explain this divergence. What appears to be intelligence in LLMs may in fact be a 
mirror that reflects the intelligence of the interviewer, a remarkable twist that could be considered a reverse Turing test. If so, 
then by studying interviews, we may be learning more about the intelligence and beliefs of the interviewer than the intelligence 
of the LLMs. As LLMs become more capable, they may transform the way we interact with machines and how they interact with 
each other. Increasingly, LLMs are being coupled with sensorimotor devices. LLMs can talk the talk, but can they walk the walk? 
A road map for achieving artificial general autonomy is outlined with seven major improvements inspired by brain systems and 
how LLMs could in turn be used to uncover new insights into brain function.
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The purpose of the current study was to examine older adults' preferences for conversational pain management content to 
incorporate in an interactive application (app) for pain self-management. Conversational statements and questions were 
written as a script to encourage evidence-based pain self-management behaviors. The content was converted from text to 
female chatbot speech and saved as four groups of MP3 files. A purposive sample of 22 older adults participated in a guided 
interaction through the MP3 files. One-on-one interviews were conducted to garner participants' conversational content 
preferences. Overall, participants want the conversational content to increase health care provider engagement in pain 
management communication. Older adults preferred the inclusion of conversational statements and questions for monitoring 
the multifaceted dimensions of pain, treatment accountability, guidance for alternative treatments, and undesirable effects 
from pain treatments. The design of mobile health apps must incorporate the needs and preferences of older adults. [Journal of 
Gerontological Nursing, 49(1), 11-17.].
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Tables are probably the most natural way to represent relational data in various media and formats. They store a large number 
of valuable facts that could be utilized for question answering, knowledge base population, natural language generation, and 
other applications. However, many tables are not accompanied by semantics for the automatic interpretation of the 
information they present. Table Understanding (TU) aims at recovering the missing semantics that enables the extraction of 
facts from tables. This problem covers a range of issues from table detection in document images to semantic table 
interpretation with the help of external knowledge bases. To date, the TU research has been ongoing on for 30 years. 
Nevertheless, there is no common point of view on the scope of TU; the terminology still needs agreement and unification. In 
recent years, science and technology have shown a rapidly increasing interest in TU. Nowadays, it is especially important to 
check the meaning of this research problem once again. This article gives a comprehensive characterization of the TU problem, 
including a description of its subproblems, tasks, subtasks, and applications. It also discusses the common limitations used in the 
existing problem statements and proposes some directions for further research that would help overcome the corresponding 
limitations. This article is categorized under: Algorithmic Development > Text Mining Algorithmic Development > Web Mining. 
© 2022 Wiley Periodicals LLC.
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BACKGROUND: There has been a surge in mental health concerns during the COVID-19 pandemic, which has prompted the 
increased use of digital platforms. However, there is little known about the mental health needs and behaviors of the global 
population during the pandemic. This study aims to fill this knowledge gap through the analysis of real-world data collected 
from users of a digital mental health app (Wysa) regarding their engagement patterns and behaviors, as shown by their usage 
of the service. OBJECTIVE: This study aims to (1) examine the relationship between mental health distress, digital health uptake, 
and COVID-19 case numbers; (2) evaluate engagement patterns with the app during the study period; and (3) examine the 
efficacy of the app in improving mental health outcomes for its users during the pandemic. METHODS: This study used a 
retrospective observational design. During the COVID-19 pandemic, the app's installations and emotional utterances were 
measured from March 2020 to October 2021 for the United Kingdom, the United States of America, and India and were 
mapped against COVID-19 case numbers and their peaks. The engagement of the users from this period (N=4541) with the 
Wysa app was compared to that of equivalent samples of users from a pre-COVID-19 period (1000 iterations). The efficacy was 
assessed for users who completed pre-post assessments for symptoms of depression (n=2061) and anxiety (n=1995) on the 
Patient Health Questionnaire-9 (PHQ-9) and Generalized Anxiety Disorder-7 (GAD-7) test measures, respectively. RESULTS: Our 
findings demonstrate a significant positive correlation between the increase in the number of installs of the Wysa mental health 
app and the peaks of COVID-19 case numbers in the United Kingdom (P=.02) and India (P<.001). Findings indicate that users 
(N=4541) during the COVID period had a significantly higher engagement than the samples from the pre-COVID period, with a 
medium to large effect size for 80% of these 1000 iterative samples, as observed on the Mann-Whitney test. The PHQ-9 and 
GAD-7 pre-post assessments indicated statistically significant improvement with a medium effect size (PHQ-9: P=.57; GAD-7: 
P=.56). CONCLUSIONS: This study demonstrates that emotional distress increased substantially during the pandemic, prompting 
the increased uptake of an artificial intelligence-led mental health app (Wysa), and also offers evidence that the Wysa app could 
support its users and its usage could result in a significant reduction in symptoms of anxiety and depression. This study also 
highlights the importance of contextualizing interventions and suggests that digital health interventions can provide large 
populations with scalable and evidence-based support for mental health care.
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bioRxiv 2023 OBJECTIVE: To conduct a retrospective analysis comparing traditional human-based consenting to an automated chat-based 
consenting process. MATERIALS AND METHODS: We developed a new chat-based consent using our IRB-approved consent 
forms. We leveraged a previously developed platform (Gia®, or "Genetic Information Assistant") to deliver the chat content to 
candidate participants. The content included information about the study, educational information, and a quiz to assess 
understanding. We analyzed 144 families referred to our study during a 6-month time period. A total of 37 families completed 
consent using the traditional process, while 35 families completed consent using Gia. RESULTS: Engagement rates were similar 
between both consenting methods. The median length of the consent conversation was shorter for Gia users compared to 
traditional (44 vs. 76 minutes). Additionally, the total time from referral to consent completion was faster with Gia (5 vs. 16 
days). Within Gia, understanding was assessed with a 10-question quiz that most participants (96%) passed. Feedback about the 
chat consent indicated that 86% of participants had a positive experience. DISCUSSION: Using Gia resulted in time savings for 
both the participant and study staff. The chatbot enables studies to reach more potential candidates. We identified five key 
features related to human-centered design for developing a consent chat. CONCLUSION: This analysis suggests that it is feasible 
to use an automated chatbot to scale obtaining informed consent for a genomics research study. We further identify a number 
of advantages when using a chatbot.
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A chatbot or conversational agent is a software that can interact or “chat” with a human user using a natural language, like 
English, for instance. Since the first chatbot developed, many have been created but most of their problems still persist, like 
providing the right answer to the user and user acceptance itself. Considering such facts, in this work, we present a chatbot-
building framework that considers the use of sentiment analysis and tree timelines to provide a better chatbot answer. For 
instance, as presented in our experiments, the user can be addressed to a human attendant when its sentiment is very negative, 
or even try another branch of the tree timeline, as an alternative answer, whenever the user sentiment is less negative. © 2023, 
Federal University of Rio Grande do Sul, Institute of Informatics. All rights reserved.
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INTRODUCTION: Knee pain is caused by various pathologies, making evaluation in primary-care challenging. Subsequently, an 
over-reliance on imaging, such as radiographs and MRI exists. Electronic-triage tools represent an innovative solution to this 
problem. The aims of this study were to establish the magnitude of unnecessary knee imaging prior to orthopaedic surgeon 
referral, and ascertain whether an e-triage tool outperforms existing clinical pathways to recommend correct imaging. 
METHODS: Patients ≥18 years presenting with knee pain treated with arthroscopy or arthroplasty at a single academic hospital 
between 2015 and 2020 were retrospectively identified. The timing and appropriateness of imaging were assessed according to 
national guidelines, and classified as 'necessary', 'unnecessary' or 'required MRI'. Based on an eDelphi consensus study, a 
symptom-based e-triage tool was developed and piloted to preliminarily diagnose five common knee pathologies and suggest 
appropriate imaging. RESULTS: 1462 patients were identified. 17.2% (n = 132) of arthroplasty patients received an 'unnecessary 
MRI', 27.6% (n = 192) of arthroscopy patients did not have a 'necessary MRI', requiring follow-up. Forty-one patients trialled the 
e-triage pilot (mean age: 58.4 years, 58.5% female). Preliminary diagnoses were available for 33 patients. The e-triage tool 
correctly identified three of the four knee pathologies (one pathology did not present). 79.2% (n = 19) of participants would use 
the tool again. CONCLUSION: A substantial number of knee pain patients receive incorrect imaging, incurring delays and 
unnecessary costs. A symptom-based e-triage tool was developed, with promising performance and user feedback. With 
refinement using larger datasets, this tool has the potential to improve wait-times, referral quality and reduce cost.
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State-of-the-art neural language models can now be used to solve ad-hoc language tasks through zero-shot prompting without 
the need for supervised training. This approach has gained popularity in recent years, and researchers have demonstrated 
prompts that achieve strong accuracy on specific NLP tasks. However, finding a prompt for new tasks requires experimentation. 
Different prompt templates with different wording choices lead to significant accuracy differences. PromptIDE allows users to 
experiment with prompt variations, visualize prompt performance, and iteratively optimize prompts. We developed a workflow 
that allows users to first focus on model feedback using small data before moving on to a large data regime that allows 
empirical grounding of promising prompts using quantitative measures of the task. The tool then allows easy deployment of the 
newly created ad-hoc models. We demonstrate the utility of PromptIDE (demo: http://prompt.vizhub.ai) and our workflow 
using several real-world use cases. © 2022 IEEE.
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With the rising popularity of user-generated genealogical family trees, new genealogical information systems have been 
developed. State-of-the-art natural question answering algorithms use deep neural network (DNN) architecture based on self-
attention networks. However, some of these models use sequence-based inputs and are not suitable to work with graph-based 
structure, while graph-based DNN models rely on high levels of comprehensiveness of knowledge graphs that is nonexistent in 
the genealogical domain. Moreover, these supervised DNN models require training datasets that are absent in the genealogical 
domain. This study proposes an end-to-end approach for question answering using genealogical family trees by: (1) representing 
genealogical data as knowledge graphs, (2) converting them to texts, (3) combining them with unstructured texts, and (4) 
training a transformer-based question answering model. To evaluate the need for a dedicated approach, a comparison between 
the fine-tuned model (Uncle-BERT) trained on the auto-generated genealogical dataset and state-of-the-art question-answering 
models was performed. The findings indicate that there are significant differences between answering genealogical questions 
and open-domain questions. Moreover, the proposed methodology reduces complexity while increasing accuracy and may have 
practical implications for genealogical research and real-world projects, making genealogical data accessible to experts as well 
as the general public.
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This article examines American Artist's installation "Sandy Speaks,"a chatbot inspired by Sandra Bland's media activism, as an 
analytical connective point to pathways of Black technological critique and histories of Black digitality and care. First connecting 
the work to its predigital antecedent The Negro Green Book, the article then argues that the typical aspirations of chatbot to 
approximate the human is disavowed in "Sandy Speaks,"enacting a Black technological critique of the human itself. Moreover, 
departing from celebratory discourses of Black technological innovation, the chatbot's low AI instantiates what the author calls 
a politics of technological refusal - a praxis of deliberate technological limitation as critique. This article asks what might happen 
when we seek potentialities of Black praxis in the slow, broken, old, technological forms, not as remedy, but as theory, critique, 
and an undoing of the recuperation of technological innovation as most legible mode of recognition. © 2023 by the Regents of 
the University of California. All rights reserved.
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The entry into a hyper-connected society increases the generalization of communication using SNS. Therefore, research to 
analyze big data accumulated in SNS and extract meaningful information is being conducted in various fields. In particular, with 
the recent development of Deep Learning, the performance is rapidly improving by applying it to the field of Natural Language 
Processing, which is a language understanding technology to obtain accurate contextual information. In this paper, when a 
chatbot system is applied to the healthcare domain for counseling about diseases, the performance of NLP integrated with 
machine learning for the accurate classification of medical subjects from text-based health counseling data becomes important. 
Among the various algorithms, the performance of Bidirectional Encoder Representations from Transformers was compared 
with other algorithms of CNN, RNN, LSTM, and GRU. For this purpose, the health counseling data of Naver Q&A service were 
crawled as a dataset. KoBERT was used to classify medical subjects according to symptoms and the accuracy of classification 
results was measured. The simulation results show that KoBERT model performed high performance by more than 5% and close 
to 18% as large as the smallest.
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Background: Rheumatic diseases are among the leading causes of physical disability worldwide.1 Timely assessment and early 
treatment of rheumatic diseases improves functional outcome of patients.2 AI-based conversational agents or chatbots, have 
been used as digital healthcare interventions to potentially improve access to healthcare and help to manage the increasing 
demand for health services.3 In Asia, the availability of chatbots specifically developed for screening rheumatic conditions and 
delivering knowledge to people with rheumatic conditions are currently lacking. Methods: In this pilot study, a regional 
healthcare system in Singapore setup a web-based chatbot that has multiple functions: (1) The symptom checker function 
allows users to answer a series of questions to screen for rheumatic diseases and musculoskeletal disorders, and subsequently 
triages the user to seek urgent or non-urgent medical appointment (2) The health advice function provides instant responses to 
questions on rheumatic diseases, medications and common enquires on autoantibodies. (3) The healthcare resource-related 
enquiry function provides assistance for enquiries on medication refill and appointment scheduling. The online symptom 
checker function adopted a dual-method of screening and diagnosis of rheumatic disease: patients who have been assessed to 
have moderate and high likelihood of systemic rheumatic conditions and inflammatory arthritides on the chatbot are advised to 
present to primary healthcare physician, who will validate the screening and triaging by the chatbot and refer to specialist care 
as required. The initial scoring system was constructed by 3 rheumatologists involved in the design of the chatbot. The scoring 
system deployed in the chatbot was adapted from the current classification criteria of rheumatic diseases published by 
American College of Rheumatology and European Alliance of Associations for Rheumatology. The aim of this pilot study was to 
test the user acceptance of this comprehensive digital diagnostic decision support systems tailored for a multi-ethnic Asian 
population. Results: The chatbot, named RheumConnect, is hosted on https:// www.cgh.com.sg/patient-care/ specialties-
services/ rheumatology Screen still pictures of the chatbot are illustrated in Figure 1. Conclusion: A chatbot was developed for a 
multi-ethnic Asian population for the purpose of reviewing symptoms of possible rheumatological conditions, online self-
referral and provide instant responses to health enquires. Future research will look into user acceptance, physician satisfaction 
and validation of the digital diagnostic decision support system in individuals suspecting a rheumatic disease.
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This letter to the editor argues that if academic journals are willing to accept papers that include NLP-generated content under 
certain conditions, editorial policies should clarify the proportion of NLP-generated content in the paper. Excessive use of NLP-
generated content should be considered as academic misconduct.
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Science 2023 379 6630 313 In less than 2 months, the artificial intelligence (AI) program ChatGPT has become a cultural sensation. It is freely accessible 
through a web portal created by the tool's developer, OpenAI. The program-which automatically creates text based on written 
prompts-is so popular that it's likely to be "at capacity right now" if you attempt to use it. When you do get through, ChatGPT 
provides endless entertainment. I asked it to rewrite the first scene of the classic American play Death of a Salesman, but to 
feature Princess Elsa from the animated movie Frozen as the main character instead of Willy Loman. The output was an 
amusing conversation in which Elsa-who has come home from a tough day of selling-is told by her son Happy, "Come on, Mom. 
You're Elsa from Frozen. You have ice powers and you're a queen. You're unstoppable." Mash-ups like this are certainly fun, but 
there are serious implications for generative AI programs like ChatGPT in science and academia.
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The world was taken aback when the Covid-19 pandemic hit in 2019. Ever since precautions have been taken to prevent the 
spreading or mutating of the virus, but the virus still keeps spreading and mutating. Scientists predict that the virus is going to 
stay for a long time but with reduced effectiveness. Recognizing the symptoms of the virus is essential in order to provide 
proper treatment for the virus. Visiting hospitals for consultation becomes quite difficult when people are supposed to maintain 
social distancing. Recently neural network generative models have shown impressive abilities in developing chatbots. However, 
using these neural network generative models that lack the required Covid specific knowledge to develop a Covid consulting 
system makes them difficult to be scaled. In order to bridge the gap between patients and a limited number of doctors we have 
proposed a Covid consulting agent by integrating the medical knowledge of Covid-19 with the neural network generative 
models. This system will automatically scan patient's dialogues seeking for a consultation to recognize the symptoms for Covid-
19. The transformer and pretrained systems of BERT-GPT and GPT were fine-tuned CovidDialog-English dataset to generate 
responses for Covid-19 which were doctor-like and clinically meaningful to further solve the problem of the surging demand for 
medical consultations compared to the limited number of medical professionals. The results are evaluated and compared using 
multiple evaluation metrics which are NIST-n, perplexity, BLEU-n, METEOR, Entropy-n and Dist-n. In this paper, we also hope to 
prove that the results obtained from the automated dialogue systems were significantly similar to human evaluation. 
Furthermore, the evaluation shows that state-of-the-art BERT-GPT performs better.
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Purpose: Automation poses to change how service work is organized. However, there is a lack of understanding of how 
automation influences specific sectors, including specific hospitality jobs. Addressing this gap, this paper looks at the relative 
automatability of jobs and tasks which fall within one specific hospitality context: frontline food service. 
Design/methodology/approach: Study 1 analyzes the UK Office for National Statistics' Standard Occupational Classification 
(2020) data to determine the degree to which frontline food service jobs consist of tasks requiring mechanical, analytical, 
intuitive or empathetic intelligence. Study 2 contrasts these findings to current state of intelligent automation technology 
development through interviews and a focus group with food service technology experts (n = 13). Findings: Of all the tasks 
listed under food service in the ONS SOC 2020, 58.8% are found to require mechanical, 26.8% analytical, 11.3% intuitive and 
3.1% empathetic intelligence. Further, the automatability of these tasks is found to be driven by three streams of technology 
development in particular: (1) autonomous navigation, (2) object manipulation and (3) natural language processing. 
Originality/value: Hospitality management literature has started to conceptualize a move from mechanical and analytical 
service tasks to tasks centered around intuition and empathy. While previous studies have adopted a general view to what this 
might mean for hospitality jobs, this paper develops a novel, task-centric framework for Actioning Intelligent Automation in 
Frontline Food Service. © 2021, Emerald Publishing Limited.
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Designing human-machine interactive systems requires cooperation between different disciplines is required. In this work, we 
present a Dialogue Manager and a Language Generator that are the core modules of a Voice-based Spoken Dialogue System 
(SDS) capable of carrying out challenging, long and complex coaching conversations. We also develop an efficient integration 
procedure of the whole system that will act as an intelligent and robust Virtual Coach. The coaching task significantly differs 
from the classical applications of SDSs, resulting in a much higher degree of complexity and difficulty. The Virtual Coach has 
been successfully tested and validated in a user study with independent elderly, in three different countries with three different 
languages and cultures: Spain, France and Norway.

10.3390/s23031423
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Conspiracy beliefs are commonly seen during times of uncertainty. This study examined whether a chatbot offering counter-
conspiracy information can mitigate conspiracy beliefs and the role of chatbot empathy on its effectiveness. We conducted an 
online experiment in two different contexts (climate change vs. Covid-19) (N = 189). The results showed that as for Covid-19, 
participants who interacted with the chatbot with less empathetic expressions showed fewer changes in conspiracy beliefs than 
those who read the scientific news article. Regarding climate change, a chatbot with more empathetic expressions was more 
effective in changing conspiracy beliefs than an article, but only for people who can tolerate ambiguity.
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Transformer-based models achieve tremendous success in many artificial intelligence (AI) tasks, outperforming conventional 
convolution neural networks (CNNs) from natural language processing (NLP) to computer vision (CV). Their success relies on the 
self-attention mechanism that provides a global rather than local receptive field as CNNs. Despite its superiority, the global-
level self-attention consumes 

∼

 100× more operations than CNNs and cannot be effectively handled by the existing CNN 
processor due to the distinct operations. It inspires an urgent requirement to design a dedicated Transformer processor. 
However, global self-attention involves massive naturally existent weakly related tokens (WR-Tokens) due to the redundant 
contents in human languages or images. These WR-Tokens generate zero and near-zero attention results that introduce energy 
consumption bottleneck, redundant computations, and hardware under-utilization issues, making it challenging to achieve 
energy-efficient self-attention computing. This article proposes a Transformer processor effectively handling the WR-Tokens to 
solve these challenges. First, a big-exact-small-approximate processing element (PE) reduces multiply-and-accumulate (MAC) 
energy for WR-Tokens by adaptively computing the small values approximately while computing the large values exactly. 
Second, a bidirectional asymptotical speculation unit captures and removes redundant computations of zero attention outputs 
by exploiting the local property of self-attention. Third, an out-of-order PE-line computing scheduler improves hardware 
utilization for near-zero values by reordering the operands to dovetail two operations into one multiplication. Fabricated in a 28-
nm CMOS technology, the proposed processor occupies an area of 6.82 mm2. When evaluated with a 90% of approximate 
computing for the generative pre-trained transformer 2 (GPT-2) model, the peak energy efficiency is 27.56 TOPS/W under 0.56 
V at 50 MHz, 17.66× higher than A100 graphics processing unit (GPU). Compared with the state-of-the-art Transformer 
processor, it reduces energy by 4.57× and offers 3.73× speedup. © 2022 IEEE.
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BACKGROUND: The COVID-19 pandemic raised novel challenges in communicating reliable, continually changing health 
information to a broad and sometimes skeptical public, particularly around COVID-19 vaccines, which, despite being 
comprehensively studied, were the subject of viral misinformation. Chatbots are a promising technology to reach and engage 
populations during the pandemic. To inform and communicate effectively with users, chatbots must be highly usable and 
credible. OBJECTIVE: We sought to understand how young adults and health workers in the United States assessed the usability 
and credibility of a web-based chatbot called Vira, created by the Johns Hopkins Bloomberg School of Public Health and IBM 
Research using natural language processing technology. Using a mixed method approach, we sought to rapidly improve Vira's 
user experience to support vaccine decision-making during the peak of the COVID-19 pandemic. METHODS: We recruited 
racially and ethnically diverse young people and health workers, with both groups from urban areas of the United States. We 
used the validated Chatbot Usability Questionnaire to understand the tool's navigation, precision, and persona. We also 
conducted 11 interviews with health workers and young people to understand the user experience, whether they perceived the 
chatbot as confidential and trustworthy, and how they would use the chatbot. We coded and categorized emerging themes to 
understand the determining factors for participants' assessment of chatbot usability and credibility. RESULTS: In all, 58 
participants completed a web-based usability questionnaire and 11 completed in-depth interviews. Most questionnaire 
respondents said the chatbot was "easy to navigate" (51/58, 88%) and "very easy to use" (50/58, 86%), and many (45/58, 78%) 
said its responses were relevant. The mean Chatbot Usability Questionnaire score was 70.2 (SD 12.1) and scores ranged from 
40.6 to 95.3. Interview participants felt the chatbot achieved high usability due to its strong functionality, performance, and 
perceived confidentiality and that the chatbot could attain high credibility with a redesign of its cartoonish visual persona. 
Young people said they would use the chatbot to discuss vaccination with hesitant friends or family members, whereas health 
workers used or anticipated using the chatbot to support community outreach, save time, and stay up to date. CONCLUSIONS: 
This formative study conducted during the pandemic's peak provided user feedback for an iterative redesign of Vira. Using a 
mixed method approach provided multidimensional feedback, identifying how the chatbot worked well-being easy to use, 
answering questions appropriately, and using credible branding-while offering tangible steps to improve the product's visual 
design. Future studies should evaluate how chatbots support personal health decision-making, particularly in the context of a 
public health emergency, and whether such outreach tools can reduce staff burnout. Randomized studies should also be 
conducted to measure how chatbots countering health misinformation affect user knowledge, attitudes, and behavior.
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Natural language processing (NLP) is central to the communication with machines and among ourselves, and NLP research field 
has long sought to produce human-quality language. Identification of informative criteria for measuring NLP-produced language 
quality will support development of ever-better NLP tools. The authors hypothesize that mentalizing network neural activity 
may be used to distinguish NLP-produced language from human-produced language, even for cases where human judges cannot 
subjectively distinguish the language source. Using the social chatbots Google Meena in English and Microsoft XiaoIce in 
Chinese to generate NLP-produced language, behavioral tests which reveal that variance of personality perceived from chatbot 
chats is larger than for human chats are conducted, suggesting that chatbot language usage patterns are not stable. Using an 
identity rating task with functional magnetic resonance imaging, neuroimaging analyses which reveal distinct patterns of brain 
activity in the mentalizing network including the DMPFC and rTPJ in response to chatbot versus human chats that cannot be 
distinguished subjectively are conducted. This study illustrates a promising empirical basis for measuring the quality of NLP-
produced language: adding a judge's implicit perception as an additional criterion.
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BACKGROUND: Although physical activity can mitigate disease trajectories and improve and sustain mental health, many people 
have become less physically active during the COVID-19 pandemic. Personal information technology, such as activity trackers 
and chatbots, can technically converse with people and possibly enhance their autonomous motivation to engage in physical 
activity. The literature on behavior change techniques (BCTs) and self-determination theory (SDT) contains promising insights 
that can be leveraged in the design of these technologies; however, it remains unclear how this can be achieved. OBJECTIVE: 
This study aimed to evaluate the feasibility of a chatbot system that improves the user's autonomous motivation for walking 
based on BCTs and SDT. First, we aimed to develop and evaluate various versions of a chatbot system based on promising BCTs. 
Second, we aimed to evaluate whether the use of the system improves the autonomous motivation for walking and the 
associated factors of need satisfaction. Third, we explored the support for the theoretical mechanism and effectiveness of 
various BCT implementations. METHODS: We developed a chatbot system using the mobile apps Telegram (Telegram 
Messenger Inc) and Google Fit (Google LLC). We implemented 12 versions of this system, which differed in 3 BCTs: goal setting, 
experimenting, and action planning. We then conducted a feasibility study with 102 participants who used this system over the 
course of 3 weeks, by conversing with a chatbot and completing questionnaires, capturing their perceived app support, need 
satisfaction, physical activity levels, and motivation. RESULTS: The use of the chatbot systems was satisfactory, and on average, 
its users reported increases in autonomous motivation for walking. The dropout rate was low. Although approximately half of 
the participants indicated that they would have preferred to interact with a human instead of the chatbot, 46.1% (47/102) of 
the participants stated that the chatbot helped them become more active, and 42.2% (43/102) of the participants decided to 
continue using the chatbot for an additional week. Furthermore, the majority thought that a more advanced chatbot could be 
very helpful. The motivation was associated with the satisfaction of the needs of competence and autonomy, and need 
satisfaction, in turn, was associated with the perceived system support, providing support for SDT underpinnings. However, no 
substantial differences were found across different BCT implementations. CONCLUSIONS: The results provide evidence that 
chatbot systems are a feasible means to increase autonomous motivation for physical activity. We found support for SDT as a 
basis for the design, laying a foundation for larger studies to confirm the effectiveness of the selected BCTs within chatbot 
systems, explore a wider range of BCTs, and help the development of guidelines for the design of interactive technology that 
helps users achieve long-term health benefits.
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Communicating with customers through AI-based chatbots in customer service (AISC) has become increasingly popular for many 
companies. However, in actual service encounters, AISC seems defective and is not always accepted by customers. Occasionally 
it is even resisted. This study aims to investigate such customer resistance. In addition to two cognition-centered AI features 
(i.e., irrelevant and biased information) discussed in prior studies, this study proposes that lack of empathy is another key 
feature of defective AI (i.e., in its emotional dimension) and investigates the underlying mechanism of empathy. Specifically, this 
study proposes three pathways in which empathy functions are lacking. A survey was conducted to test our hypotheses, and the 
results suggest that lack of empathy has three effects on customer resistance: direct, indirect, and moderating. Finally, 
theoretical contributions and practical implications are discussed.
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This special issue focus on underlying research with the use of human-centered AI (Artificial Intelligence), where the new design 
methods and tools can be leveraged and evaluated, hopes to advance AI research, education, policy, and practice to improve 
the human condition in education. This special issue intends to advocate an in-depth dialogue between researchers with diverse 
thoughts, genders, ethnicity, and cultures, as well as across disciplines, leading to a better understanding of human-centered AI. 
Beneficial interactions between researchers could enhance the adoption of human-centered AI in education. This special issue 
includes ten papers demonstrating how to augment human intelligence with machine intelligence. The ten papers feature 
human-centered AI in education, AI in language education, AI in learning analytics, ethical reasoning, AI in the clinical 
workplace, intelligent education robots, AI risk framework, intelligent course recommendation, education chatbots, and 
intelligent assessment. Together with the ten papers, we achieve a better understanding of the application of human-centered 
AI in education.

10.30191/ETS.202301_26(1).0007

T. C. Yang, 
Chen, J. H.

Pre-service 
teachers' 
perceptions and 
intentions 
regarding the 
use of chatbots 
through 
statistical and 
lag sequential 
analysis

Computers and 
Education: 
Artificial 
Intelligence

2023 4 Educational chatbot, Learning 
behavior analysis, Pre-service 
teacher, Technology enhanced 
learning

Chatbots provide unique interactions with compatible learning system features, improving the limitations of current learning 
systems. Educational chatbots are seen as the future of technology integration in the field of education. The success and 
usefulness of chatbots in the educational setting are highly dependent on teachers' beliefs regarding their efficacy, yet most 
research focuses on the effects on students' learning. Only a few studies have investigated teachers’ beliefs regarding the use of 
chatbots, which is considered an important issue. Owning to teachers' beliefs having been transformed from their pre-service 
teacher training, this study used quantitative (i.e., questionnaires), qualitative (i.e., interview), and evidence-based (i.e., 
behavioral analysis) methods to investigate pre-service teachers' learning perceptions and intentions about using chatbots for 
learning during their training phases. The results of this study revealed that learning perceptions did not reflect pre-service 
teachers' propensity to use chatbots, but the behavioral analysis uncovered some specific intentions for using chatbots. We 
further discuss these findings to provide recommendations for the future development of chatbots use in education. © 2022 
The Authors
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This letter to the editor suggests adding a technical point to the new editorial policy expounded by Hosseini et al. on the 
mandatory disclosure of any use of natural language processing (NLP) systems, or generative AI, in writing scholarly 
publications. Such AI systems should naturally also be forbidden from being named as authors, because they would not have 
fulfilled prevailing authorship guidelines (such as the widely adopted ICMJE authorship criteria).
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Chatbots are tools that have the potential to effectively support interpersonal communication and interaction. Chatbots can 
provide great opportunities in education. The use of chatbots in education can be used to employ interactive methods, to 
provide learners information and different types of info, and to guide learners. Indeed, chatbots promise to enhance learning 
experiences by creating more interaction than traditional teaching practices provide. In this context, the purpose of this study is 
to apply chatbot technology as a guidance tool in educational environments and to model its effects on visual design self-
efficacy, engagement, satisfaction, and learner autonomy at the end of the process. The participants of the study are 86 
university students. In this study, data were collected with 4 different scales. Data were analyzed using the variance-based 
structural equation model with the partial least square method. As a result of the study, it was found that students with higher 
chatbot usage satisfaction had higher visual design self-efficacy. Chatbot usage satisfaction positively affects some aspects of 
course satisfaction. Chatbot usage satisfaction affects engagement. The effects of the study results in terms of research and 
practice were discussed. © 2022, The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of 
Springer Nature.
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In today’s society, many families do not have children due to various reasons. The reasons include the pressure brought by 
childcare, and that double-income families do not have time to raise children, especially novice parents who will retreat. For 
this reason, we made a chatbot to solve problems. Through the questionnaires collected by our study, we found that most 
novice parents use INFANBOT when their children cry, thus, we used a baby’s cry as an example here. When parents face a 
baby’s cry, they can tap the button “burst into tears!”. The chatbot will immediately tell parents how to solve the problem. The 
authors designed a chatbot system named INFANBOT that combined the concepts of infancy health education to alleviate 
parents’ troubles at work and parenting. It also reduced the anxiety of caregivers during the parenting process and gave them 
correct parenting knowledge. The INFANBOT is a real-time system that can provide real-time services to novice parents. 
Additionally, when the user is using INFANBOT, the system will record the problems encountered and invite the user to fill in a 
questionnaire at an appropriate time to improve the system. After a preliminary study, we found that INFANBOT can solve most 
of the problems encountered by users. Statistically, all respondents gave above 4.5 points in the Likert-type five-point scale. 
Therefore, most respondents felt that INFANBOT could solve their problems effectively and quickly. The INFANBOT system 
developed by this study is designed to meet the needs of users. The system design of INFANBOT established in this study met 
the needs of its users and can help users improve their parenting troubles. This study also has positive effects and contributions 
to society: 1. After using INFANBOT, users can effectively improve their knowledge of children’s health education. 2. After using 
INFANBOT, users feel recognition of the professionalism of the health care knowledge provided by the robot, which can 
effectively improve the user’s parenting problems. 3. Most of the users are satisfied with the positive results after using 
INFANBOT, so novice parents and parents who feel anxious about parenting can quickly search for common parenting problems 
on the LINE community software. © 2023 by the authors.
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This essay concerns itself with the status of ‘melancholic media’, or digital objects in psychic life after trauma on the grounds of 
three very different cases: Replika (a chatbot with avatar), Deep Nostalgia (the reanimating of family photographs), and Not the 
Only One (a noncommercial virtual agent). If for Freud, trauma is more than mind can endure; these surrogates both suggest 
concretization that which is being endured. Instead of directly confronting trauma and its overwhelm, these users might 
omnipotently reproduce a literal figure of their loss. Rather than examining these human and non-human interactions via the 
lens of the uncanny, I will return to the status of objects as melancholic media to think about psychic states in relationship to 
trauma and its multi-temporal aftermath. I trouble what these digital partial revivifications might do to and for psyches. © The 
Author(s) 2022.
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Although chatbots have been widely used in dealing with service complaints, knowledge about the recovery performance of 
chatbots is limited. Drawing upon lay belief and emotional competence theory, this research explores symbolic recovery 
performances of chatbots in two experimental studies. The results show that symbolic recovery from chatbots leads to lower 
customer satisfaction than symbolic recovery from human employees due to the lay belief that chatbots lack emotional 
competence. Perceived naturalness and perceived sincerity play a sequential mediating role. Customers perceive chatbots' 
symbolic recovery to be less natural than that of human employees. Less natural recovery is perceived to be less sincere, thus 
decreasing customer satisfaction with the recovery. Changing perceived diagnosticity of the lay belief can improve customer 
satisfaction with chatbots' symbolic recovery. This research enriches theoretical research on symbolic recovery and chatbots, 
providing information for how companies can effectively use chatbots to make an appropriate recovery. © 2022 Elsevier Ltd
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Although chatbots have been widely used in dealing with service complaints, knowledge about the recovery performance of 
chatbots is limited. Drawing upon lay belief and emotional competence theory, this research explores symbolic recovery 
performances of chatbots in two experimental studies. The results show that symbolic recovery from chatbots leads to lower 
customer satisfaction than symbolic recovery from human employees due to the lay belief that chatbots lack emotional 
competence. Perceived naturalness and perceived sincerity play a sequential mediating role. Customers perceive chatbots' 
symbolic recovery to be less natural than that of human employees. Less natural recovery is perceived to be less sincere, thus 
decreasing customer satisfaction with the recovery. Changing perceived diagnosticity of the lay belief can improve customer 
satisfaction with chatbots' symbolic recovery. This research enriches theoretical research on symbolic recovery and chatbots, 
providing information for how companies can effectively use chatbots to make an appropriate recovery.
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Multi-scenario text generation is an essential task in natural language generation because of the multi-scene interlaced 
property of real-world problems. Traditional methods typically train the multi-scenario text generation models based on 
maximum likelihood estimation, which may suffer from the problem of exposure bias. Reinforcement learning (RL) based text 
generation methods could mitigate the exposure bias problem to some extent. However, the RL-based text generation methods 
are limited to the single-scenario tasks, which cannot be straightforwardly generalized to new scenario tasks. To address this 
problem, in this paper, we propose a multi-scenario text generation method based on meta RL (MetaRL-TG), which implements 
the method of model-agnostic meta-learning (MAML) in the framework of RL-based text generation. The proposed MetaRL-TG 
method first learns the initial parameters from multiple training tasks, then fine-tunes them in the target task. Thus, the 
proposed method is expected to efficiently achieve high-quality generated text in the new scenario. Finally, the effectiveness 
and generalization capability of the proposed method are demonstrated for eight scenarios through English test datasets. © 
2022
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The unprecedented proliferation of online health misinformation poses a potential threat to public health. In recent times, 
several fact-checking organizations have adopted chatbots to present fact-checking results. However, it is unclear whether 
chatbots are more appropriate than traditional fact-checking websites for presenting these rigorous corrective messages. To 
answer this question, we compared a button-based chatbot with a traditional webpage for presenting fact-checking results. As 
fact-checkers' expertise cues could influence users' perception of fact-checking, we also considered the effect of expertise cues 
in our study. We conducted a 2 (interaction type: webpage vs. chatbot) x 2 (expertise cue: non-highlighted vs. highlighted) 
between-subjects online experiment (N = 308). The results show that the chatbot leads to higher perceived ease of use, which in 
turn increases the effectiveness of fact-checking. The highlighted expertise cue tends to decrease users' intention to use, 
especially when they interact with the webpage. Finally, we discuss the feasibility of using chatbots to disseminate fact-checking 
content and several design implications for the creation of an effective tool to fact-check health information.
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Software requirements specification is undoubtedly critical for the whole software life-cycle. Currently, writing software 
requirements specifications primarily depends on human work. Although massive studies have been proposed to speed up the 
process via proposing advanced elicitation and analysis techniques, it is still a time-consuming and error-prone task, which 
needs to take domain knowledge and business information into consideration. In this paper, we propose an approach, named 
ReqGen, which can provide further assistance by automatically generating natural language requirements specifications based 
on certain given keywords. Specifically, ReqGen consists of three critical steps. First, keywords-oriented knowledge is selected 
from the domain ontology and is injected into the basic Unified pre-trained Language Model (UniLM) for domain fine-tuning. 
Second, a copy mechanism is integrated to ensure the occurrence of keywords in the generated statements. Finally, a 
requirements-syntax-constrained decoding is designed to close the semantic and syntax distance between the candidate and 
reference specifications. Experiments on two public datasets from different groups and domains show that ReqGen outperforms 
six popular natural language generation approaches with respect to the hard constraint of keywords’ (phrases’) inclusion, BLEU, 
ROUGE, and syntax compliance. We believe that ReqGen can promote the efficiency and intelligence of specifying software 
requirements. © 2023 by the authors.
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Financial markets are based on the daily movements of thousands of tradable assets, such as stocks, resulting in billion-dollar 
trade volumes and affecting investors and companies around the globe. In this volatile and high-stakes environment, financial-
service firms employ analysts to create compact market commentaries that serve as insightful summaries with key pieces of 
information. In this work, we attempt to automate this process by formally defining and algorithmically solving the Market 
Commentary Generation (MCG) problem. In addition to saving time and cost via automation, our approach makes a number of 
contributions that differentiate it from previous related work. These include the consideration of thousands of underlying time 
series, the ability to capture and encode significant market events that involve multiple financial entities, and the ability to 
deliver high quality commentary even in the presence of small and unlabeled historical datasets. Finally, our approach takes into 
account the strict compliance requirements of the finance domain, which prevent the use of black-box methods that can 
produce language that violates key rules and regulations. We compare our work against competitive baselines via an evaluation 
that includes both qualitative and quantitative experiments.
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Journals have begun to publish papers, in which chatbots such as ChatGPT are shown as coauthors. The following WAME 
recommendations are intended to inform editors and help them develop policies regarding chatbots for their journals, to help 
authors understand how use of chatbots might be attributed in their work, and address the need for all journal editors to have 
access manuscript screening tools. In this rapidly evolving field, we expect these recommendations to evolve as well.
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Chatbots are increasingly used as substitutes for human service agents in online shops. This has led researchers to analyze how 
chatbot characteristics influence consumer responses. However, while the relevance of chatbot characteristics has been 
examined, to date, consumers’ personalities have remained unattended in the research on this innovative mode of online 
support. Therefore, this study aims to understand how the interaction of consumer characteristics and chatbot characteristics 
influences consumer behavior. In doing so, we focus on how chatbots’ visual cues (i.e., anthropomorphization, gender) influence 
consumer behavior while also considering consumers’ self-concept. To answer the research question, we first conceptually 
discuss why consumer behavior depends on perceived self-congruence between consumers and a chatbot, which can be reached 
by anthropomorphizing chatbots and giving them the “right” gender. Subsequently, based on multiple studies, we empirically 
test the hypotheses considering male, female, and non-binary consumers. Our results demonstrate the relevance of both 
chatbot anthropomorphization and chatbot gender. © 2022 Elsevier Inc.
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